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Abstract


Spatial multicriteria models may provide an equitable and efficient means for incorporating people’s preferences in social


decisions. However, in order for these tools to be effective, they should include criteria that are locally relevant and measurable


in a spatial framework. This paper integrates measures of stakeholder preferences with GIS data in a spatial multicriteria


framework for identifying high-priority areas for land conservation. Individual participants’ preference weights were measured


using the Analytical Hierarchy Process. Individual preferences were aggregated into groups representing outside experts and


local stakeholders. Aggregate preferences differed across groups, illustrating an affinity for local knowledge of stakeholders vs.


universal broader issues by outside experts. The mapping of priority areas for conservation was relatively unaffected by the


weights, mostly due to the lack of spatial measures for locally relevant criteria.


D 2005 Elsevier B.V. All rights reserved.
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1. Introduction


Land conservation is becoming increasingly impor-


tant as natural landscapes, agriculture, and rural char-


acteristics are lost to development (Hymann and


Leibowitz, 2000; Worldwatch Institute, 2003). To be


effective with preservation activities under limited


funding, conservation groups must target high-priority
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lands by focusing on the integration of sound scien-


tific criteria with support from local residents and land


owners. Tools that help maximize consensus and min-


imize conflict among interest groups can lead to better


decisions regarding land conservation programs. Mul-


tiobjective or multicriteria analysis (MCA) is a frame-


work that can meet this need. The MCA framework


enables the integration of goals, objectives, spatial


data, and stakeholder preferences in a systematic


method. MCAs can facilitate community-based col-


laborative decision making by considering multiple


attributes while avoiding some of the ethical, theoret-
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ical, and practical shortcomings of conventional eco-


nomic approaches (Prato, 1999; Munda et al., 1994).


One of the most important aspects of the MCA


framework is its integration of people’s preferences


for attributes with objective measures of those attri-


butes. It is through this integration that knowledge is


incorporated in the framework. Several studies have


focused on measuring the preferences of different


stakeholder groups for alternative land uses (Duke


and Aull-Hyde, 2002; Kline and Wilchems, 1996,


1998; Alho and Kangas, 1997), while other studies


have focused on the sensitivity of land suitability


coefficients to preference weights derived from a


variety of methods (Triantaphyllou and Sanchez,


1997; French, 1986; Hartog et al., 1989; Alexander,


1989; Weber et al., 1988). The preference weights


used in an MCA can greatly affect the results (Mal-


czewski, 1999). Triantaphyllou and Sanchez (1997)


found that the choice of multicriteria method is less


important than the influence of weights on the results


of an MCA. Prato (2003) recognized the significance


of different preference weights by evaluating the ef-


fect of four hypothetical attribute-weighting schemes


on his MCA outcomes for ecosystem management of


a river system.


Preference weights measured for different land


management alternatives or conservation criteria can


vary significantly across individuals and across


groups these individuals represent. For example,


Duke and Aull-Hyde (2002) found different rankings


of land conservation objectives across Delaware’s


three counties based on a random sample of residents.


Willett and Sharda (1995) showed the variability in


rankings of water management objectives was signif-


icantly different among interest groups. Even when


preferences are measured as group consensus, Cox et


al. (2000) found variability in the rankings of devel-


opment objectives across counties based on local


government and business leaders that served as repre-


sentatives for their respective counties.


This study focuses on the effect of people’s pre-


ferences in conjunction with measurability of criteria


in a spatial MCA framework that identifies and prior-


itizes areas for land conservation objectives. Commu-


nity development projects often supplement dlocalT
knowledge with dexpertT knowledge by inviting


experts external to the community to work with sta-


keholders internal to the community (Fraser and

Lepofsky, 2004). Local knowledge is based on a


familiarity with the history and geography of a


place, whereas expert knowledge transcends the his-


torical–geographic specifics of a place as a form of


universal knowledge (Fraser and Lepofsky, 2004).


While local knowledge is important to building con-


sensus or identifying compromise, expert knowledge


is often treated as having a universal sense of what is


best for any place (Fischer, 2000; Skogen, 2003;


Wondolleck and Yaffee, 2000). Experts are often


more consistent in expressing their preferences for


land conservation objectives; however, their rankings


of the objectives may significantly differ from non-


experts (Kangas et al., 1993; Kangas, 1994).


Another delineation of stakeholder groups is be-


tween the institutional members responsible for man-


aging resources and local residents that are affected by


their decisions. Planning agencies often consider


themselves to be conduits of the voices of local


residents (Fraser and Lepofsky, 2004). However, plan-


ning agencies may also be a conduit to resources


external to a community (Kubisch et al., 2002). There-


fore, even though members of an institution and local


residents may share the same local knowledge of a


place, institutional members’ preferences may be sig-


nificantly influenced by their relationship with the


outside world.


We test for differences in preferences by separating


participants into various groups, including outside


experts vs. stakeholders and board members vs. local


residents. The sensitivity of land prioritization to group


aggregate preference weights is tested by comparing


suitability indexes across the various groups using an


integer mathematical program. We found significant


differences in preference weights between outside


experts and local stakeholders. However, the spatial


MCA outcomes (rankings) were relatively insensitive


to these weight differences. This was primarily due to


the lack of objective, spatial measures for criteria


representing local knowledge of place.

2. Methods


2.1. Model development


Multicriteria analysis (MCA) is the integration of


attribute measures for criteria relevant to decision-
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makers’ objectives and measures of decision-makers’


preferences. A common aggregation function that


combines preference weights (wi) and criterion scores


(xi) is known as the suitability index S. Weighted


linear combination is a common means of calculating


the suitability index (Eastman et al., 1995):


S ¼
X


wixi: ð1Þ


MCA consists of two primary steps: formulation of


an evaluation matrix E consisting of I *J standardized


criterion scores (e) for I criteria across J alternatives


and a group preference weight vector W consisting of


preference weights (w) for each criterion i (Jankowski


and Richard, 1994):


E ¼
e11 : : : e1J
v O v
eI1 : : : eIJ


2
4


3
5; ð2Þ


and


W ¼ w1;w2;. . . ;wIð Þ;
XI
i¼1


wi ¼ 1: ð3Þ


The basic form of the weighted linear combination


model can be expressed as


s1
v
sI


2
4


3
5 ¼


e11 : : : e1J
v O v
eI1 : : : eIJ


2
4


3
54


w1


v
wI


2
4


3
5: ð4Þ


The weighted linear combination method is a


straightforward application and can easily be integrat-


ed spatially in a geographic information system (GIS)


by using raster-based map algebra.


In Eq. (2), E can be measured within a GIS by


raster- or grid-based spatial analysis techniques. Typ-


ically, all criterion scores are standardized to a com-


mon numeric range such as 0–1 or 0–100 before


aggregation. Eastman et al. (1995) recommends that


all grid layers be represented on an equal range scale


aided by representing the presence/absence of a crite-


rion value as 0, 1 or as a range from using a fuzzy


membership function (Weerakoon, 2002; Malczewski,


1999). With values represented in equal scales, the


GIS grid layers can be used to represent each of the


criteria I in a spatial context. The alternatives J com-


prise the cell locations for the extent of a study area

and the values from Eq. (4) represent the suitability S


for a location.


To derive values for criteria weights W for


Eq. (3), we used the Analytical Hierarchy Process


(AHP) as the weight solicitation technique in this


study. Our choice of AHP was based on the following


reasons:


! The number of criteria made many of the other


weighting methods infeasible.


! The AHP method allows for many criteria to be


simplified to individual comparison choices.


! The time constraints required each participant to


take the test (i.e., perform comparisons) at the same


time. AHP could be administered as an individual


test.


! AHP has one of the strongest theoretical founda-


tions and the ability to easily incorporate the nor-


malized weights into a GIS ranking model.


! The availability of AHP software made calcula-


tions easy and provided many display tools to


quickly view results.


! Group and individual comparisons could be made


to identify trends and potential trade-offs.


As in Duke and Aull-Hyde (2002), this study


extended the use of AHP from a single decision


maker to a group of N people. Because of this, the


geometric mean is used in place of individual ratings.


Obviously it was not possible to sample all watershed


residents. Therefore, the issue is not whether there are


enough samples to use AHP but whether there are


enough samples to accurately represent the water-


shed’s residents.


The following AHP conceptual model is adopted


in form and notation from Duke and Aull-Hyde


(2002), Kangas (1994), and Triantaphyllou and


Mann (1989). The hierarchy used in this study con-


sisted of four main land conservation objectives.


From the objectives, criteria were defined and as-


sembled as one matrix for participants to perform


pairwise comparisons. The matrix can take the fol-


lowing form:


A ¼


a11 a12 : : : a1n
a21 a22 : : : a2n
v v : : : v
am1 am2 : : : amn


2
664


3
775 ð5Þ
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where amn is the pairwise comparison rating for


criterion m and criterion n. For the pairwise compar-


isons, Duke and Aull-Hyde (2002) and Saaty (1987)


note the axioms of theoretical validity of the compar-


ison matrix A:


! Reciprocal comparison: If amn =x, then anm =1/x


where x p 0.
! Homogeneity: If characteristics m and n are judged


to be of equal relative importance, then amn =anm=1


for all m.


! Independence: When expressing preferences


under each criterion, each criterion is assumed


to be independent of the properties of the decision


alternatives.


! Expectations: When proposing a hierarchical struc-


ture for a decision problem, the structure is as-


sumed to be complete.


The amn values represent the relative degree of


importance of criterion m over criterion n. To


combine the responses, the geometric mean has


been proven to be an effective method to calculate


an overall rating (Benjamin et al., 1992; Schmoldt


et al., 1994). With a survey of p respondents, a


composite judgment of their amn values, is the

Fig. 1. Cacapon River Water

geometric mean of the amn values which is defined


as


amn4 ¼ p


ffiq pY
k¼1


akmn


P


ð6Þ


With the geometric averaged a*mn values, a set of


numerical weights w1, w2, . . . wi may be computed to


represent the relative degree of importance assigned to


each criterion. The numerical weights sum to 1, a


useful outcome when combining the spatial data


layers in a GIS (Eastman et al., 1995).

3. Application


3.1. Objectives and criteria


The Cacapon River Watershed in West Virginia


(Fig. 1) is under development pressure from the near-


by metropolitan Washington, DC, area. The natural


features and rural character of the watershed are


threatened by urban sprawl and subdivision of land.


The Cacapon Land Trust (Land Trust) is a local land


conservation group interested in prioritizing areas in


the watershed for future easements. From the overall


goal to preserve lands in the Cacapon Watershed, the

shed in West Virginia.
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Land Trust crafted the following mission statement;


bThe Cacapon Land Trust will assist landowners and


their communities to maintain healthy rivers, protect


forests and farms, and preserve rural heritage for the


enjoyment and well being of present and future gen-


erations.Q This mission statement (goal) led to the


resource values (objectives) the Land Trust wanted


to protect. These included protection of agriculture


(AG), forests (FOR), water quality (WQ), and rural


heritage (RH). These four objectives provided a ho-


listic view of land stewardship that includes biologi-


cal, social, and economic interests.


Evaluation criteria for the objectives were derived


from an organized meeting of Land Trust board mem-


bers, residents from the targeted watershed, and out-


side experts. The outside experts consisted of regional


professionals in related fields and included resource


managers, biologists, and scientists. The meeting fo-


cused on defining evaluation criteria for each of the


four objectives (AG, FOR, WQ, RH). Regardless of


their affiliation, participants worked under the objec-


tive that best represented their interests, specialty or


expertise. Brainstorming and nominal group techni-


ques (Schmoldt et al., 1994; Taylor, 1984) were used

Table 1


MCA hierarchy for prioritizing lands


Goal The Cacapon Land Trust will assist landowners and their c


and preserve rural heritage for the enjoyment and well being


Objectives Agriculture Forest


Criteria ! Farms within viewsheds ! Large contiguous forested


land


! Prime farmland soils ! Single ownership (private)


of forested land


! Farms with unique


features


! Forest biodiversity and


condition


! Size of farms ! Forests threatened to


conversion


! Contiguity with other


farmlands


! Economic viability and


sustainable forests


! Working family farms


! Farms with economic


sustainability


! Farms threatened to


development


! Farms that use best


management practices


! Farms with sustainable


practices

to help develop a list of criteria for prioritizing lands


for protection. The MCA hierarchy of the goal, objec-


tives, and criteria are summarized in Table 1.


3.2. Weight solicitation


Using the complete list of criteria, a survey was


administered to each individual. In order to minimize


problems with path dependency (Saaty, 1987), the


criteria were presented to participants in a randomly


ordered, abbreviated pairwise comparison format. In


an abbreviated format, all possible pairings of the


criteria are not presented to the participant. Instead,


pairs are sequentially assigned as A–B, B–C, C–D,


etc., where the initial criterion and the second criterion


in each subsequent pair are randomly assigned. A


complete ranking of criteria is based on the actual


choices made and assuming transitive preferences.


Peterson and Brown (1998) show people are transitive


in their preferences revealed through a method of


paired comparison. Consistency ratios, as measures


of consistent (transitive) preferences, are redundant


when transitivity is assumed as in the case of the


abbreviated pairwise comparison format.

ommunities to maintain healthy rivers, protect forests and farms,


of present and future generations.


Water Quality Rural Heritage


! Riparian forested areas ! Valuable farm lands


! Lands in proximity to


protected areas


! Sustainable timber lands


! High-quality floodplains,


wetlands, and streams


! Significant plant and
wildlife habitats and special


natural areas


! Groundwater recharge
areas


! Scenic viewsheds and


scenic corridors


! Grassy riparian buffers ! Historic and prehistoric


sites


! Headwater streams ! Culturally significant places


! Encouraging stewardship by


community


! Rural lifestyles and traditions


! Natural streams, high-quality


water


! Scenic places


! Recreational land use
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A relative importance scale for measuring intensity


of preferences was used in this survey. However, we


employed a reduced form of the traditional nine nom-


inal values to reduce the cognitive burden of partici-


pants. Table 2 crosswalks the nine traditional values to


the four intensity of preference nominal values used in


our survey, including bequal, Q bsomewhat prefer,Q
bprefer,Q and bstrongly prefer.Q Fig. 2 shows an example


of the abbreviated pairwise survey used in this study.


Criterium Decision Plus (Info Harvest, 2000) soft-


ware was used to summarize the pairwise compari-


sons from each participant. Criterium Decision Plus


provided a complete ranking of criteria with prefer-


ence weights.


The participants in this study were treated as the


decision makers. Their aggregated individual weights


would serve as the criteria weights for the analysis.


Traditionally, AHP is applied on a single decision


maker or a small decision making group. The partici-


pants in this study represent a small, but not random,


sample of stakeholders and outside experts.


3.3. Tests of statistical differences


The weights from the AHP test were analyzed to


determine if the individuals could be grouped based


on their affiliations, and if so, whether the groups’


preferences were substantially different from each


other, on which criteria they differed, and the spatial


implications of these differences. If the variation in


individual responses is too great within a group, the

Table 2


Traditionally pairwise intensities and simplified choices used in this


study


Traditional pairwise intensities Simplified choicesa


Equal Equal


Barely prefer


Weakly prefer Somewhat prefer


Moderately prefer


Definitely prefer


Strongly prefer Prefer


Very strongly prefer


Critically prefer


Absolutely prefer Strongly prefer


a The simplified choices were used in this study based on the


difficulty test respondents experienced in distinguishing between


intensities with the 9-point traditional scale. The 4-point scaling


system was adopted to reduce the cognitive burden.

median value should not be used to represent the


group (Bantayan and Bishop, 1998).


We defined the groups based on participants’ affil-


iation as either an outside expert or a stakeholder. As


mentioned previously, outside experts consisted of


regional professionals who worked in the fields of


agriculture, water quality, rural heritage, or forestry


as resource managers, biologists, or scientists. Stake-


holders consisted of landowners or full-time residents


of the watershed. The stakeholder group is comprised


of both board members and local residents.


Friedman’s Q statistic (a nonparametric, two-way


analysis of variance by ranks statistic) (Siegel, 1954) is


used to test for statistical differences of intra-group and


inter-group preference weights. Bantayan and Bishop


(1998) applied this statistic to test for intra-group dif-


ferences among their decision makers. The null hy-


pothesis for the intra-group comparisons states that


the preferences of members i in a group ( y) represent


a population (Py). The alternative hypothesis states


that intra-group members are not from the same popu-


lation (i.e., preferences significantly differ across the


group members). Formally, this hypothesis test may be


written as


H0 : yi ¼ Py 8iaPy


H1 : yi p Py 8iaPy
ð7Þ


The inter-group comparisons test whether the pre-


ferences comprising a group (Py or Pz) are from the


same population P. Formally, this hypothesis test can


be written as


H0 : Py ¼ Pz yiaPy; ziaPz; y p z


H1 : Py p Pz yiaPy; ziaPz; y p z:
ð8Þ


The inter-group comparisons are restricted to the


pairs of outside experts vs. stakeholders and board


members vs. local residents. Membership in a group is


mutually exclusive within the inter-group compari-


sons (e.g., an individual is either an outside expert


or a local stakeholder, and within the stakeholder


group, an individual is either a board member or a


local resident).


Friedman’s Q statistic is


Q ¼ 12= Nk k þ 1ð Þ½ �4
Xk
i¼1


R2
i � 3N k þ 1ð Þ ð9Þ


where N is the number of individuals, k is the number


of criteria and Ri
2 is the square of the rank sum asso-







Name


For each paired choice below, fill in the circle to indicate which criteria is more important (or equal) in preserving lands
in the Cacapon River Watershed 


criteria st
ro


ng
ly


 p
re


fe
r 


pr
ef


er
 


so
m


ew
ha


t p
re


fe
r 


eq
ua


l 


so
m


ew
ha


t p
re


fe
r 


pr
ef


er
 


st
ro


ng
ly


 p
re


fe
r 


   criteria 


Farms threatened for develment O O O O O O O Farms that use best mgmt prac 


Farms that use best mgmt prac O O O O O O O Large contiguous forested land 


Large contiguous forested land O O O O O O O Community stewardship land 


Community stewardship land O O O O O O O Sustainablity/econ/viabile forests 


Sustainablity/econ/viabile forests O O O O O O O Farms within viewsheds 


Farms within viewsheds O O O O O O O Single owners of forested land 


Single owners of forested land O O O O O O O High quality floodplns, wetl, strms 


High quality floodplns, wetl, strms O O O O O O O Lands that maintain rural lifestyle 


Lands that maintain rural lifestyle O O O O O O O Headwater (1st,2ndorder) streams 


Headwater (1st,2ndorder) streams O O O O O O O Historic / prehistorical sites 


Historic / prehistorical sites O O O O O O O Prime farmland soils 


Prime farmland soils O O O O O O O Lands near protected areas 


Lands near protected areas O O O O O O O Grassy riparian buffers 


Grassy riparian buffers O O O O O O O Size of farms 


Size of farms O O O O O O O Farms practicing sustainablity 


Farms practicing sustainablity O O O O O O O Threatened forest lands 


Threatened forest lands O O O O O O O Economic sustainability 


Economic sustainability O O O O O O O Contiguity of farms to other farms 


Contiguity of farms to other farms O O O O O O O Scenic places 


Scenic places O O O O O O O Groundwater recharge areas 


Groundwater recharge areas O O O O O O O Culturally significant places 


Culturally significant places O O O O O O O Sustainable timber lands 


Sustainable timber lands O O O O O O O Riparian forested areas 


Riparian forested areas O O O O O O O Working family farms 


Working family farms O O O O O O O Lands with recreational uses 


Lands with recreational uses O O O O O O O Valuable farm lands 


Valuable farm lands O O O O O O O Scenic corridors 


Scenic corridors O O O O O O O Significant plant and wildlife habi 


Significant plant and wildlife habi O O O O O O O Farms with unique features  


Farms with unique features  O O O O O O O Forest biodiversity 


Fig. 2. Abbreviated pairwise test administered to each participant.
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ciated with the kth criterion (Siegel, 1954). Friedman’s


Q statistic is distributed as a Chi-squared with k�1
degrees of freedom. The data for Eq. (9) are extracted


from the ranks of the criteria among the participants


that made up each of the four groups (outside experts,


stakeholders, local residents, board members). We


adjusted the ranks for ties by performing the RANK


function option in EXCEL (Microsoft, 2002).


Friedman’s Q statistics provide information on


whether group members comprise a homogeneous


unit or group and whether the groups differ from


each other. However, the statistic does not provide


information on which criteria the group members’


preferences may differ. Therefore, the nonparametric


Mann–Whitney U-test is used to test for statistical


differences of preference weights for each criterion


across groups (Kachigan, 1986; Siegel, 1954). The


null hypothesis of Eq. (10) states that the aggregated


preference weight for individuals i in group y are


equal to the aggregated preference weight for indivi-


duals i in group z for criterion k. The alternative


hypothesis (Eq. (10)) states they are not equal.


H0 : wk
iy ¼ wk


iz 8ia y; zð Þ; y p z


H1 : wk
iypw


k
iz 8ia y; zð Þ; y p z:


ð10Þ


The Analyse-IT (General and Clinical Laboratory


Statistics, 2000) software for Microsoft Excel aided


computation of the Mann–Whitney U statistics.

4. Results


4.1. Intra-group differences


Friedman’s Q statistics for the intra-group compar-


isons are reported in Table 3. Three out of the four


groups failed to reject the null hypothesis of similar

Table 3


Summary of Friedman’s Q statistics


Intra-group comparison


Stakeholders Outside


experts


Board


members


Statistic 41.756 14.127 42.343


Significance 0.235 0.000 0.216


N 11 20 6


The test statistic is distributed as a Chi-squared with 36 degrees of freedom


tests are identical given that Stakeholders is equivalent to the sum of Boa

preferences. These groups included the stakeholders,


board members, and local residents. Only the outside


expert group statistic rejected the null hypothesis of


similar preferences. This result was expected in that


the outside experts were selected for their expertise in


one of the four categories of agriculture, forestry,


water quality or rural heritage. Their areas of expertise


were reflected in their preference weights for the


various criteria. Therefore, individual assignments to


the stakeholder, board member, and local resident


groups were confirmed based on homogeneity of


preferences. Outside experts were assigned as a


group more for who they represented than the homo-


geneity of their preferences.


4.2. Inter-group differences


Inter-group differences tests are also reported in


Table 3. Based on Friedman’s Q statistics, we reject


that outside experts and local stakeholders are from


the same population. However, we fail to reject that


board members and local residents are from the same


population based on their individual members’ pref-


erence weights because they share local knowledge.


The board members vs. local residents test is redun-


dant to the intra-group preferences test for stake-


holders given that the former two groups comprise


the latter. This result is not surprising since board


members are also local residents. Their official capac-


ity as board members does not seem to override their


personal knowledge of the issues as local ones.


4.3. Criterion weight differences


Table 4 provides the results of the Mann–Whitney


U-tests of statistical difference across group for each


criterion. Only those criteria that are statistically dif-

Inter-group comparisons


Local


residents


Stakeholders vs.


outside experts


Board members vs.


local residents


28.853 183.512 41.756


0.790 0.000 0.235


5 31 11


for each test. Stakeholders and Board Members vs. Local Residents


rd Members and Local Residents.







Table 4


Statistically different criteria and the aggregated group weights


Criterion Outside


experts


Local


stakeholders


Scenic places or corridors* 0.0107 0.0100


Culturally significant places** 0.0138 0.0027


Lands that maintain a rural lifestyle* 0.0049 0.0154


Lands that encourage stewardship


by community*


0.0115 0.0202


Farms threatened for development** 0.0096 0.1144


Size of farms* 0.0063 0.0098


Single owners of forested land* 0.0051 0.0115


Sustainable economic viable forests* 0.0108 0.0209


Farms with unique features** 0.0178 0.0074


Forest biodiversity* 0.1071 0.0345


High-quality floodplains, wetlands,


streams*


0.0187 0.0384


Farms within viewsheds** 0.0031 0.0134


Prime farmland soils* 0.0070 0.0204


Lands near protected areas* 0.0184 0.0237


Board


members


Local


residents


Lands near protected areas* 0.0330 0.0126


Contiguity of farms to other farms* 0.0165 0.0044


Grassy riparian buffers** 0.0608 0.0108


H0: wik =wjk; * and ** refer to statistical differences significant at


a =0.1 and 0.05, respectively.
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ferent are reported in Table 4. In total, 14 out of the 32


total criteria were statistically different in their aggre-


gate preference weights expressed by the outside


experts group and the local stakeholders group. Four


of the 14 criteria were statistically different at the 0.05


level and 10 were statistically different at the 0.10

Table 5


Criteria and weights used in ranking model


Criterion All participants Outsi


Large contiguous forested land 0.2257 0.236


Riparian forested areas 0.1143 0.130


Forest biodiversitya 0.0708 0.107


Significant plant and wildlife habitat 0.0492 0.059


Prime farmland soilsa 0.0440 0.044


High quality floodplains, wetlands, streamsa 0.0285 0.018


Lands near protected areasa,b 0.0210 0.018


Grassy riparian buffersb 0.0205 0.002


Contiguity of farms to other farmsb 0.0195 0.028


Headwater streams 0.0161 0.012


Farms within viewshedsa 0.0082 0.003


a Aggregated preference weights statistically different between Outside
b Aggregated preference weights statistically different between Board M

level. Most notably, out of the statistically different


aggregate preference weights for the two groups,


outside experts gave a high weight to forest biodiver-


sity while local stakeholders weighted the farms


threatened by development criterion high.


For board members vs. local residents, 2 out of the


32 criteria were statistically different at the 0.10 level


with an additional criterion being statistically different


at the 0.05 level. The three criteria that were signifi-


cantly different between the board members and local


residents were all considered to be more important to


prioritizing lands by the board members than by the


local residents on average.


4.4. Spatial effects of preference weights


Many of the defined criteria were difficult to mea-


sure and therefore incorporate into a spatial prioritiza-


tion model. Examples of these criteria include those


that are subjective (i.e., socially and culturally defined)


in nature such as features that are bscenicQ, bculturally
significantQ, brural lifestyleQ, or bencouraging ste-


wardshipQ. In addition, some of the criteria are also


very site-specific in scale and cannot be measured


without parcel level data or land ownership informa-


tion. Examples of site-specific criteria include size of


farms and single owners of forested land. From the


original list of thirty-two criteria, eleven were included


in the final GIS ranking model. Seven of these eleven


criteria also resulted in statistically different preference


weights across the outside expert vs. local stakeholder


groups and/or the board member vs. local resident

de experts Stakeholders Board members Local residents


4 0.2150 0.2367 0.1890


8 0.0977 0.0603 0.1426


1 0.0345 0.0355 0.0334


5 0.0389 0.0275 0.0526


3 0.0437 0.0445 0.0428


7 0.0384 0.0382 0.0386


4 0.0237 0.0330 0.0126


9 0.0381 0.0608 0.0108


0 0.0110 0.0165 0.0044


6 0.0196 0.0223 0.0164


1 0.0134 0.0135 0.0132


Experts and Local Stakeholders.


embers and Local Residents.







Fig. 3. Spatial sensitivity to preference weights.
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groups (Table 4). Only 5 of the 14 significantly differ-


ent criteria weights between the outside experts and


local stakeholders were included in the prioritization


model. The lack of objective, spatial measures of these


criteria prohibited their integration in the model. All


three of the statistically differently criteria weights


between the board members and local residents were


included in the model.


Seven maps of high-priority locations were creat-


ed by integrating different preference weights with


the GIS data layers using the weighted summation


technique (Eq. (1)). High priority is defined as the top


third of the mapped locations. Different preference


weights were used across the seven maps, including


one for each of the four groups (outside experts, local


stakeholders, board members, and local residents), an


aggregate of all participants’ weights, and two weight-


ing schemes testing the sensitivity of the model to


preference weights (no weights and inverted aggre-


gate participants’ weights). Table 5 reports the aggre-


gate preference weights for each of the four groups


and all participants group. The last three map compar-


isons were designed to determine how sensitive high-


priority areas were to having any weights in the model


and the sensitivity of the high-priority areas to the


weights from all individuals.


Table 6 provides a summary of the spatial compar-


ison between the various weighting schemes. The


high-priority locations were compared across the var-


ious weighting schemes. A comparison of no weights


or inverted weights vs. all participants’ aggregate


weights show that weights matter; i.e., the spatial


MCA without weights or with inverted weights is


inaccurate. In a spatial MCA, specification of weights


is an important and necessary component of the


model. Basically, the maps only have 9% of the


high-priority locations in common depending on


how weights were (or were not) incorporated into


the model. The insensitive areas to preference weights


could be attributed to several spatial layers at that


location or to limitations in the linear weighted


model from numerous combined data sets (Fig. 3).


There are various methods of combining data in-


cluding a weighted sum of normalized input layers


with associated weights, maximization models that


note the most important characteristic at a spatial


location by cell, or a goal achievement algorithm


(Pettit, 2002). Based on the method used, errors can

be introduced that limit the usefulness of results for


implementation (Chrisman, 1987; Veregin and Hargi-


tai, 1995; Lodwick et al., 1990; Huevelink et al.,


1989; Yoon, 1989). It is quite possible that our sensi-


tivity results would differ depending on the method


used to combine the data layers. Further examination


of the comparisons should be done with a different


weighted summation model such as the goals achieve-


ment method (Hill, 1968) and part/whole percenta-


ging (Nagel and Long, 1989).


Even though the outside experts’ vs. local stake-


holders’ aggregate preferences were statistically differ-


ent for 4 of the 11 criteria, it still resulted in 76% of the


same high-priority locations. Conversely, even though







Table 6


Comparison of mapped high-priority areas


Outside experts vs.


stakeholders weights


Board members vs.


local residents weights


All participants


vs. no weights


All participants vs.


inverted weights


Areas in common


% 76 47 9 9


Hectares 10,554 9095 1041 1042


Different


% 24 53 91 91


Hectares 3244 10,155 10,299 10,173


M.P. Strager, R.S. Rosenberger / Ecological Economics 57 (2006) 627–639 637

there was strong agreement between the board mem-


bers and local residents preferences, they only had


about half of the high-priority locations in common.

5. Discussion and conclusions


The Analytical Hierarchy Process is an efficient


and effective means at measuring people’s prefer-


ences for land conservation criteria. Thirty-one par-


ticipants were able to convey their preferences for 37


criteria in a short amount of time while maintaining


a strong theoretical foundation over other ranking or


rating methods (Malczewski, 1999). Integration of


measured preferences as weights in a spatial multi-


criteria analysis framework fostered a strong sense of


ownership in the decision making process for parti-


cipants in this study (N. Ailes, personal communica-


tion, 2003).


However, whose preferences count is a debatable


issue. Outside experts bring universally relevant


knowledge to decisions (Fraser and Lepofsky,


2004), but these experts often lack place-specific


knowledge (Fischer, 2000; Skogen, 2003). Factors


of local relevance or importance are often over-


looked or not recognized by outside experts. We


found that outside experts’ aggregate preferences


were significantly different than local stakeholders’


aggregate preferences. Outside experts rated broadly


relevant criteria significantly higher than local stake-


holders. This indicates a potential education or in-


formation gap in which the outside experts could


inform the stakeholders of the importance of these


criteria in land prioritization.


Conversely, local stakeholders rated several criteria


that are generally place specific in nature higher than

outside experts. It is through local residents’ intimate


knowledge of certain characteristics or features that


motivates their expression of relative worth. Outside


experts rated these locally relevant features low either


because they were unaware of them or the features did


not correspond to their universal knowledge base.


We found 14 significantly different criteria be-


tween outside experts and local stakeholders but


only four of the criteria had objective, measureable


features that could be represented in the spatial MCA


model. This limitation contributed to a lack of spatial


sensitivity when comparing the preferences from the


outside experts and local stakeholders. Consequently,


since all three of the statistically different criteria


between the board members and local residents were


represented in the spatial MCA model, we found more


spatial sensitivity of the high-priority areas.


The unmeasurable criteria for this study were either


subjective characteristics that are hard to measure


(e.g., culturally significant places, lands that encour-


age stewardship by community, and lands that main-


tain a rural lifestyle) or physical characteristics that


lacked GIS data (e.g., size of farms, sustainable eco-


nomic viable forests, farms with unique features, and


farms on prime soils). It is believed that if the difficult


to measure criteria were used as inputs in the ranking


model, the mapping of high-priority areas would take


a different form. The objective, yet unmeasured crite-


ria likewise would have affected the spatial sensitivity


to preference differences. Data collection efforts, in-


cluding the use of tools and techniques for quantifying


subjective (i.e., socially and culturally defined) char-


acteristics of land, would greatly improve the validity


of a spatial multicriteria analysis model.


These results demonstrate the gaps in information


that may be critical to identifying high-priority areas
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through implementation of a spatial multicriteria anal-


ysis. We believe we would have seen more spatial


difference if the objective features for the criteria were


represented specifically between the outside experts


and the local stakeholders. It should be noted that this


result is highly likely to be observed elsewhere. Cri-


teria matter to local stakeholders and are not easily


measured; e.g., place attachment, sense of place, local


knowledge. These are often the most important crite-


ria (but overlooked by an outside expert’s preferences)


in satisfying local needs/preferences.


Utilities can be developed that allow decision


makers to have direct input into the goals, objectives,


criteria, and attributes in spatial MCA models; i.e., a


dbottom–upT approach to decision making that


empowers local stakeholders. However, an important


question is how best to measure or represent criteria


that are important to stakeholders and should be in-


cluded in spatial MCA studies? The answer is not an


easy one. Our study design specifically allowed an


open listing of criteria for conserving lands by the


participants regardless if the GIS data set would be


available or measurable in the watershed. We did not


want to miss the opportunity to capture a landscape


characteristic for conservation that a participant may


have conveyed if they were required to only consider


currently available or mappable data sets.


Another reason we took this approach was to help


define appropriate future data needs or studies. One


important local data need or study is to identify farms


that are threatened by development or conversion


from agriculture to residential land use. Other impor-


tant criteria are the objective features of where the


landscape provides especially scenic qualities or cul-


turally significant characteristics.


Spatial MCA can simplify complex decisions;


however, it is equally important to identify limitations


to the method to prospective users. Changes in rank-


ings are a function of unmeasured criteria that are


important to local stakeholders, an issue that outside


experts cannot adequately address. Second, consensus


is meant to be an educational tool to raise awareness


of local stakeholders to universal, broader issues.


Only through local stakeholders can those things


most important to them be accounted. Thus, we are


really talking about a form of discursive democracy in


which people’s preferences for local and universal


knowledge are explored and refined (Sagoff, 1998).

Spatial MCA provides just as much insight with the


process as it does with final rankings. It is best when


used to aid in the decision-making process and not as


the only or final approach. With more insight into the


landscape factors and processes that influence priority


rankings, time and effort can be directed to using data


and preferences to aid in planning and decision mak-


ing for conservation.
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mg/L milligrams per liter; equivalent to parts per million 


mg/m2 
milligram per meter squared; an areal-based measure commonly used to express 
periphyton biomass or chlorophyll-a  


min minimum 
MPCA Minnesota Pollution Control Agency 
NGP  Northern Glaciated Plains ecoregion 
NLF Northern Lakes and Forests ecoregion 
NMW  Northern Minnesota Wetlands ecoregion 
NTU Nephelometric turbidity units 


quantile 
a distribution that subdivides population into four equal portions, whereby first 
quartile represents lowest 25% of population…fourth quartile represents upper 
25% 


R a statistical package 


r2 r squared, correlation coefficient 
RRV Red River Valley ecoregion 
sestonic algae algae suspended in the water; also referred to as phytoplankton 
STORET USEPA's data system - STOrage and RETrieval 
TKN total Kjeldahl nitrogen 
TP total phosphorus 
TSS Total suspended solids 
ug/L micrograms per liter, equivalent to parts per billion 
USEPA United States Environmental Protection Agency 
USGS United States Geological Survey 
WCP Western Corn Belt Plains ecoregion 
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Total Suspended Solids (Turbidity) Water Quality Standards Technical Report 


 


I.  Executive Summary 


 
The existing turbidity water quality standard (WQS) has been in use since the late 1960’s. The standard 
has several weaknesses, including being a statewide standard and, having Nephelometric Turbidity Units, 
is not concentration-based and not amenable to load-based studies. In addition, issues include having too 
much variation in measurements because of particle composition in water, variation among meters, and 
poor quantitative documentation of what a turbidity unit is. 
 
Although recognized earlier, these weaknesses became a significant problem when EPA’s and the 
Agency’s Total Maximum Daily Load (TMDL) program became fully realized in the early 2000’s. Once the 
TMDL studies began, it became clear that the existing standard was only indirectly related to biotic 
community health. In addition, TMDL development was challenging because the studies needed to be 
developed using Total Suspended Solids (TSS), which has concentration-based units (mg/L). 
 
As a result, a committee of Agency staff across several Divisions met for over a year to develop TSS 
criteria. These draft TSS criteria are regional in scope and based on a combination of both biotic 
sensitivity to TSS concentrations and reference streams/least impacted streams as data allow. The 
Criteria table contains the recommended TSS criteria, utilizing multiple lines of evidence when available. 
TMDL development is also challenging due to the lack of frequency and duration in the current turbidity 
standard. Without frequency and duration, it is very difficult to determine critical conditions and to 
develop a load and wasteload allocation for the critical conditions, both of which are required elements of 
a TMDL.   
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Table 1. Criteria table 


Substance, Characteristic, or Pollutant (Class 2A) Units CS Basis for CS MS FAV Basis for MS, FAV
Turbidity value NTU 10 NA - - NA 


Total Suspended Solids [TSS] mg/L 10 NA - - NA 
(TSS standards, for Class 2A, must not be exceeded more 
than 10% of the time over a multiyear data window; the 


assessment season is April through September) 
      


  
Substance, Characteristic, or Pollutant (Class 2Bd) Units CS Basis for CS MS FAV Basis for MS, FAV


Turbidity value NTU 25 NA - - NA 
  


Northern River Nutrient Region (see 7050.XXX)  
Total Suspended Solids [TSS] mg/L 15 NA - - NA 


Central River Nutrient Region (see 7050.XXX)  
Total Suspended Solids [TSS] mg/L 30 NA - - NA 


Southern River Nutrient Region (see 7050.XXX)  
Total Suspended Solids [TSS] mg/L 65 NA - - NA 


Red River mainstem – Headwaters to border  
Total Suspended Solids [TSS] mg/L 100 NA - - NA 


(TSS standards, for the Class 2Bd Northern, Central, 
Southern River Nutrient Regions, above, and the Red River 
mainstem, above, must not be exceeded more than 10% of 


the time over a multiyear data window; the assessment 
season is April through September) 


      


  


Lower Mississippi River mainstem – Pools 2 through 4       


Total Suspended Solids [TSS], summer average mg/L 32 NA - - NA 
Lower Mississippi River mainstem below Lake Pepin  


Total Suspended Solids [TSS], summer average mg/L 30 NA - - NA 
  


(TSS standards for the Class 2Bd Lower Mississippi River 
must not be exceeded more than 50% of the summers over 
a multiyear data window; the assessment season is defined 


as June through September) 


      


  
Substance, Characteristic, or Pollutant (Class 2B) Units CS Basis for CS MS FAV Basis for MS, FAV


Turbidity value NTU 25 NA - - NA 
  


Northern River Nutrient Region (see 7050.XXX)  
Total Suspended Solids [TSS] mg/L 15 NA - - NA 


Central River Nutrient Region (see 7050.XXX)  
Total Suspended Solids [TSS] mg/L 30 NA - - NA 


Southern River Nutrient Region (see 7050.XXX)  
Total Suspended Solids [TSS] mg/L 65 NA - - NA 


Red River mainstem – Headwaters to border  
Total Suspended Solids [TSS] mg/L 100 NA - - NA 


(TSS standards, for the Class 2B Northern, Central, 
Southern River Nutrient Regions, above, and the Red River 
mainstem, above, must not be exceeded more than 10% of 


the time over a multiyear data window; the assessment 
season is April through September) 


      


  
Lower Mississippi River mainstem – Pools 2 through 4  


Total Suspended Solids [TSS], summer average mg/L 32 NA - - NA 
Lower Mississippi River mainstem below Lake Pepin  


Total Suspended Solids [TSS], summer average mg/L 30 NA - - NA 
       


(TSS standards for the Class 2B Lower Mississippi River 
must not be exceeded more than 50% of the summers over 
a multiyear data window; the assessment season is defined 


as June through September) 
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II. Background/Introduction of the pollutant/stressor 
 
Excess turbidity and total suspended solids [TSS] have been recognized as water quality problems for 
many decades and a number of reviews have been written through the years [USEPA, 1977; Davies-
Colley & Smith, 2001; USEPA, 2003;]. These reviews consistently discuss {1} the physical-chemical 
effects [reservoir filling, toxic substance transport, nutrient transport, aesthetic effects, and effects on 
water supply] and {2} their effects on aquatic biota, such as reductions of algal and macrophyte growth 
from reduced light (USEPA, 2003), and on zooplankton, macroinvertebrates, salmonids [cold water 
fishery], and other fishes from gill abrasion, gill clogging, and burial offish eggs and macroinvertebrates  
(USEPA, 1977; USEPA, 2010). The most visually obvious stressor is reduced light penetration, but other 
impacts can include increased water temperatures [Davies-Colley & Smith, 2001]. 
 
Turbidity in water is caused by suspended soil particles, algae, etc., that scatter light in the water column 
making the water appear cloudy. Excess turbidity can significantly degrade the aesthetic qualities of 
waterbodies. People are less likely to recreate in waters degraded by excess turbidity. Also, turbidity can 
make the water more expensive to treat for drinking or food processing uses. Turbidity values that 
exceed the standard can harm aquatic life. Aquatic organisms may have trouble finding food, gill function 
may be affected, and spawning beds may be buried.   


EPA has related nutrient reductions to increased water clarity as their long-term goal (USEPA Office of 
Inspector General, 2009).The term ‘turbidity’ is not defined in state statute or rule, but the U.S. 
Environmental Protection Agency [EPA] describes turbidity as follows:  
 


“Turbidity is a principal physical characteristic of water and is an expression of the optical property 
that causes light to be scattered and absorbed by particles and molecules rather than transmitted in 
straight lines through a water sample. It is caused by suspended matter or impurities that interfere 
with the clarity of water. These impurities may include clay, silt, finely divided inorganic and organic 
matter, soluble colored organic compounds, and plankton and other microscopic organisms. Typical 
sources of turbidity … include the following …: 
 


• Waste discharges, 
• Runoff from watersheds, especially those that are disturbed or eroding, 
• Algae or aquatic weeds and products of their breakdown in water reservoirs, rivers, or lakes, 


and  
• Humic acids and other organic compounds resulting from decay of plants .  


 
Simply stated, turbidity is the measure of relative clarity of a liquid.” (USEPA, 1999) 
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III. Summary of the presence of turbidity in Minnesota’s surface waters  


III.A. River Data summary 
 
Total suspended solids (TSS) river data in Minnesota has been collected since at least the 1950’s. 
Christopherson (2000) analyzed those data (and other major pollutants) by decade, focusing on overall 
trends. He found that in 42% of the sampling stations showed decreasing TSS, 4% of the sampling 
stations showed increasing TSS, and 54% of the sampling stations showed no trend for decadal data 
from the 1950’s through the 1990’s. 
 
An MPCA (2002) study of Minnesota River data, including TSS, for the period of 1992 through 2001 
showed decreases at the mouth of the Blue Earth River and in two lower Minnesota River mainstem 
stations. The study noted that TSS decreased 1.5 to 2.0 percent per year on average at all three stations. 
They attributed the decrease to an increased use of conservation tillage and wastewater treatment plant 
upgrades. 
 
A more recent MPCA Environmental Information Report (2009a) assessed all the known stressors 
affecting Minnesota’s environment, including transported sediment. In terms of aquatic organisms, it is 
almost entirely from nonpoint sources and is a widespread problem throughout the state. Levels of TSS 
have decreased by almost 50% over the last 30 years, mostly as a result of point source controls, but 
also where improved cultivation practices have been put into place. The largest sources of transported 
sediment include agricultural runoff and construction, followed by urban runoff and streambank erosion.  
 
In terms of aesthetics, transported sediment reduced clarity and increased nutrients tied to sediment. 
Clarity levels were generally low in southern and western Minnesota rivers, especially following rainfall. A 
2010 Biennial Assessment of Water Quality showed a 41% decreasing TSS trend (MPCA and MDA, 2010). 
 
III.B. TMDL List history: 


 
Total Maximum Daily Load (TMDL) lists are required by Section 303(d) of the federal Clean Water Act. 
Minnesota has been developing draft Lists since 1992. Below is a table with the most current list totals for 
turbidity impairments based on the long-standing WQS of 10 and 25 NTU (as described below). The 
increases in the number of turbidity impairments can be attributed to increasing monitoring coverage of 
the state.  


 
TMDL List draft 2010 2008 2006 2004 2002 1998 
Turbidity 324 283 218 118 93 43 
 
 


III.C. List of USEPA approved TMDLs [as of 7/2/2010]: 
 


Lower Otter Tail River TMDL: Turbidity  
Lower Cannon River TMDL: Turbidity 
Rock River TMDL: Fecal and Turbidity 
Pipestone Creek TMDL: Fecal Coliform Bacteria and Turbidity 
Lower Wild Rice River TMDL: Turbidity 
Vermillion River TMDL: Turbidity 
Mustinka River: Turbidity 
Knife River: Turbidity 
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http://www.pca.state.mn.us/water/tmdl/project-lowerottertail-turbidity.html

http://www.pca.state.mn.us/water/tmdl/project-lowercannon-turbidity.html

http://www.pca.state.mn.us/water/tmdl/project-rockriver.html

http://www.pca.state.mn.us/water/tmdl/project-pipestone-fecal.html

http://www.pca.state.mn.us/water/tmdl/project-lowerwildrice-turbidity.html

http://www.pca.state.mn.us/water/tmdl/project-vermillionriver.html

http://www.pca.state.mn.us/index.php?option=com_k2&view=item&id=2083

http://www.pca.state.mn.us/index.php?option=com_k2&view=item&id=799





   
 


IV. Current Water Quality Standard (WQS) 


 
IV.A. Current WQS 


Turbidity is measured in nephelometric turbidity units (NTU). The standards are shown below: 


• 10 NTU,  Class 2A waters 
• 25 NTU,  Class 2Bd, 2B, 2C, 2D waters 


 
The turbidity water quality standard (WQS) has existed, unchanged, in Minn. R. 7050.0222 (or its earlier 
versions) since the late 1960’s. Gervino (2005) briefly discusses the evolution of the turbidity WQS, from 
a measure with no units to Jackson Turbidity Units (JTU) to concentrations of SiO2 as mg/L, to 
Nephelometric Turbidity Units (NTU), which is the units of the current state turbidity WQS. He also 
discusses various meters with their resulting differing NTU units. 
 
The link between a water quality standard and an impairment determination is the assessment protocol, 
which is found in the Guidance Manual for Assessing the Quality of Minnesota Surface Waters for 
Determination of Impairment (MPCA, 2009b). Turbidity is a highly variable water quality measure. For the 
2010 assessment cycle, because of this variability, and the use of TSS and transparency as surrogates, a 
total of 20 independent observations are required for a turbidity assessment. If sufficient turbidity 
measurements exist, only turbidity measurements will be used to determine impairment. If there are 
insufficient turbidity measurements, any combination of independent turbidity, transparency, and total 
suspended solids observations may be combined to meet assessment criteria. If there are multiple 
observations of a single parameter in one day, the mean of the values will be used in the assessment 
process. For a water body to be listed as impaired for turbidity, at least three observations, and 10 
percent of observations must be in violation of the turbidity standard (MPCA, 2009b).  


 
IV.B. Use of TSS as a surrogate for NTU as a numeric translator 
 
Transparency and total suspended solids (TSS) values reliably predict turbidity and have been used as 
surrogates at sites where there are an inadequate number of turbidity observations (Guidance Manual, 
2009b). Large sets of monitoring data have been used to develop transparency and TSS thresholds which 
will identify the large majority of waters with turbidity impairments while minimizing the number of 
waterbodies falsely identified. For transparency, a transparency tube measurement of less than 20 
centimeters indicates a violation of the 25 NTU turbidity standard. For TSS, a measurement of more than 
60 mg/L in the Western Corn Belt Plains (WCBP) and Northern Glaciated Plains (NGP) ecoregions or more 
than 100 mg/L in the North Central Hardwood Forest (NCHF) ecoregion indicates a violation. 
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V. Draft Water Quality Standards 


V.A. Use of River Nutrient Regions:  
 
We are measuring a different dimension of suspended solids as we transition from an NTU WQS to a TSS 
WQS, but the intent has not changed – the protection of aquatic life. Concurrently with the development 
of the revised turbidity WQS is the development of river nutrient WQS [Heiskary et al, 2010]. One 
important component of that effort is the development of River Nutrient Regions [Heiskary & Parson, 
2009]. Many of the watershed dynamics that contribute to excess nutrients in rivers are very similar to 
the watershed dynamics that contribute to excess turbidity. As a result, the same statewide mapping 
schema used for the river nutrient WQS will be used for the draft TSS WQS (Figure 1). 


River Nutrient Regions are mainly ecoregion-based, but the borders between regions were studied 
extensively and some area-specific changes have been made [Heiskary & Parson, 2009]. Using similar 
maps will minimize confusion as to what standards apply where. 
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Figure 1. River Nutrient Regions in Minnesota 
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V.B. Technical Summary from the Literature of Adverse Effects to Aquatic Biota: 
 
There is a vast array of literature describing the impacts of excess suspended sediment on biota. 
Berkman and Rabeni (1987) studied fish in NE Missouri. As the percentage of fine substrate increased, 
the distinction among riffle, run, and pool communities decreased. The loss of distinction indicates a 
diminution of diversity. The guild analysis indicated that species with similar ecological requirements had 
a common response to habitat degradation by siltation. Guilds are groups of highly interconnected plants 
or animals, with similar function. An example of a guild is decomposers. This guild of organisms resides in 
or on the soil surface where it processes organic matter (i.e., plants).  
 
Principal components analysis indicated that the distinction between tolerant and intolerant classifications 
was determined largely by tolerance to suspended sediment, specific conductance, chloride, and total 
phosphorus (Meador et al. 2007).  
 
Severity of ill effect is ranked on a 15-step scale that ranges from 0 to 14, where zero represents nil 
effect and 14 represents 100 percent mortality (Newcombe 2003). This model, based on peer 
consultation and limited meta analysis of peer reviewed reports, accomplishes the following: (a) identifies 
the threshold of the onset of ill effects among clear water fishes; (b) postulates the rate at which serious 
ill effects are likely to escalate as a function of reduced visual clarity and persistence; (c) provides a 
context (the “visual clarity” matrix, with its cell coordinates) to share and compare information about 
impacts as a function of visual clarity “climate” (d) demonstrates changes in predator prey interactions at 
exposures greater than and less than the threshold of direct ill effects; (e) calibrates trout reactive 
distance as function of water; (f) identifies black disk sighting range, in meters, and its reciprocal, beam 
attenuation, as preferred monitoring variables; and (g) provides two additional optical quality variables 
(Secchi disk extinction distance and turbidity) which, suitably calibrated as they have been in this study, 
expand the range of monitoring options in situations in which the preferred technology—beam 
attenuation equipment or black disk sighting equipment—is unavailable or impractical to use. This new 
model demonstrates the efficacy of peer collaboration and defines new research horizons for its 
refinement (Newcombe 2003). 
 
Siltation and subsequent biological impairment is a national problem prompting state regulatory agencies 
to develop sediment total maximum daily loads (TMDL) for many streams. To support TMDL targets for 
reduced sediment yield in disturbed watersheds, a critical need exists for stream assessments to identify 
threshold concentrations of suspended sediment that impact aquatic biota. Because of the episodic 
nature of stream sediment transport, thresholds should not only be a function of sediment concentration, 
but also of duration and dose frequency Schwartz et al. 2008. To characterize turbidity data in an 
ecologically relevant manner, a methodology for concentration-duration-frequency (CDF) curves was 
developed using turbidity doses that relate to different levels of biological impairment. Our findings 
showed that the CDF curves derived by an exponential function performed reasonable well, with most 
curves significant at a 95% confidence level. These CDF curves were then used to demonstrate how they 
could be used to assess biological impairment, and identify future research needs for improved 
development of sediment TMDLs Schwartz et al. 2008. 
 
Total abundance of benthic invertebrate and family richness declined as sediment pulse duration 
increased. Path analysis suggests that the direct effects of fine sediment on trout (impaired vision leading 
to reduced prey capture and (or) increased metabolic costs from physiological stress) are more important 
to trout growth than indirect effects (decreased drift and benthic invertebrate richness and drift 
abundance) (Shaw & Richardson 2001). 
 
Adding frequency and duration allows for the development of relations between suspended sediments 
and biology (Simon & Klimetz 2008). Brook trout in turbid water became more active and switched 
foraging strategies from drift feeding to active searching. This switch was energetically costly and 
resulted in lower specific growth rates in turbid water as compared with clean water (Sweka & Hartman 
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2001). Vondracek et al. (2003) studied effects of suspended solids on fish in Minnesota with a focus on 
doing effective TMDL [Total Maximum Daily Load] planning. They found sediment to be a greater stress 
to coldwater fish than warmwater fish and the episodic nature of sediment delivery to rivers make TMDL 
development very challenging. 
 
Wood and Armitage (1997) provide a holistic approach to studying the fine sediment problem and 
recommending solutions for identifying sources and understanding transport and depositional processes.  
 
Zimmerman et al (2003) found a 98% decrease in ‘lethal’ [define] concentrations of suspended sediment 
on fish in Wells Creek with an increase in conservation tillage, riparian buffers, and permanent vegetative 
cover. Lethal” effects were described as reduced growth rate, delayed hatching, reduced fish density, 
increased predation, severe habitat degradation, and mortality. 
 


V.C. Identification of TSS Threshold Concentrations: Assessing the Relationships 
between Biology and Water Quality Using Field-Collected River Data 
 
The use of field-collected biological data is a relatively new approach that is gaining increased attention 
and has some additional benefits beyond simple lab dose response methodology. This approach has 
many advantages (e.g., avoids artifacts caused by lab experiments) and there are a number of new 
statistical tools which make the use of field data an expanding area of water quality standard 
development. Some disadvantages of using field–collected data include the lack of control of 
environmental and process variables.    
 
A relatively new analysis method, called quantile regression, has been used as a tool to identify threshold 
concentrations and to develop criteria to protect aquatic life. Quantile regression is well suited for the 
wedge-shaped plots (caused by heterogeneous variances; i.e., heteroscedasticity) that are common with 
biological monitoring data (Terrell et al. 1996, Koenker & Hallock 2001, Cade & Noon 2003, Bryce et al. 
2008; see Figure 2). These wedge-shaped plots are the result of the limitation of biological attributes 
(e.g., taxa richness) by the variable of interest on the outer or upper edge of the wedge (Bryce et al. 
2008; see Figure 2).   
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Poor biological condition 
due to TSS 


Sites with low TSS which 
permits biological 
communities to meet 
aquatic life use standards 


Poor biological condition 
due to TSS and/or other 
factors (e.g., poor habitat, 
eutrophication) 


Figure 2. Relationship between the 90th percentile of TSS and the percent of centrachid 
individuals for central streams with additive quantile regression smoothing line (red line).  
This is an example of the typical wedge-shaped data to which quantile regression is suited. 


 
Limitations to biological measures inside the wedge are caused by other unmeasured variables (Figure 2).  
In combination with sediment or alone there are a number of other factors (e.g., nutrients, habitat) that 
can limit biological condition in Minnesota streams and rivers. As a result of these different factors 
reducing biological measures, there is unequal variation of the response variable at different levels of the 
predictor variable.  This unequal variation often makes field-derived data (e.g., biomonitoring data) less 
suitable for the more traditional least squares regression.  Quantile regression differs from least squares 
regression in that it estimates the median (i.e., 50th quantile) or other quantiles whereas least squares 
regression estimates the mean.  Another advantage of quantile regression is that extreme outliers do not 
impact regression quantile estimates (Terrell et al. 1996).   
 
Regression tree or changepoint analysis is another technique that can be used to identify thresholds 
where biological condition declines in heteroscedastic (having different variances) data. This analysis 
splits that data into groups where the sites within that group are more homogeneous (De'ath & Fabricius 
2000).  For example, groups may have different mean values of the response variable. The location of 
the splits or nodes indicates a change between groups which may suggest that a threshold has been 
crossed.   
 
V.D. Quantile Regression and Changepoint Datasets 
 
Several different datasets were used to develop TSS criteria in conjunction with biological information 
(Table 2). The purpose of these multiple datasets was to examine different patterns between regions in 
the state and stream type. Patterns among northern, central, and southern regions were assessed to 
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determine if different criteria should be proposed for these areas of the state. Differences between 
coldwater and warmwater streams were also assessed to determine if different criteria were justified for 
these stream classes.   
 
The data used to identify threshold concentrations from fish and invertebrate data was derived from 
STORET (EPA’s environmental data system (STOrage and RETrieval)). The STORET data comes from a 
variety of sources including agencies and individuals.  TSS data from STORET were downloaded from 
EPA’s STORET site (http://www.epa.gov/storet/) and linked to AUIDs.   
 
Water quality data was only used if: 
 


• Measurements were collected from April to September 
• Appropriate sampling and lab techniques were used 
• Sampling was not event based (e.g., not focused on rain events but rather performed on a 


regular interval) 
• Sampling was made within 5 years of biomonitoring sampling 
• At least 10 records were present 


 
Assessment for non-impairment of TSS will require a showing that more than 90% of the TSS 
measurements are below the criterion (i.e., cannot exceed the criterion more than 10% of the time). 
Additional details were discussed in section IV.A. To reflect this assessment requirement the 90th 
percentile was calculated for the TSS measurements from each AUID.  
 
The biological data used in analyses came from data collected as part of the MPCA biomonitoring 
program. Some additional screening was performed to reduce the effects of habitat modification. Sites 
identified as channelized (i.e., >50% of reach channelized) during biological sampling were excluded 
from analyses.   
 
The regional classification for the biomonitoring dataset was based on level III ecoregions (Northern 
Region: Northern Minnesota Wetlands, Northern Lakes and Forests; Central Region: North Central 
Hardwoods; Driftless Area: Driftless Area; Southern Region: Northern Glaciated Plains; Western Corn 
Belt Plains, Lake Agassiz Plain). The Driftless Area was separated from the other Central Region because 
initial analyses indicated that the biological communities in this region were responding differently to TSS. 
To identify TSS threshold concentrations specific to the Minnesota River mainstem, paired TSS and 
biological data from rivers with watersheds greater than 500 mi2 within the Minnesota River basin were 
selected. 


Table 2. Numbers of collections in each dataset used assess relationships between TSS and 
biological measures. 


Region Fish Invertebrates
North 44 23 
Central 72 41 
South 88 61 
Coldwater 47 11 
 
V.E. Metric Selection 
 
Before quantile regression and changepoint analyses were performed, it was necessary to select 
appropriate response measures or biological metrics.  The selection of metrics was made by identifying 
biological metrics that indicated a response to TSS though examination of scatter plots. Metrics that were 
not relevant to sediment stress were not used in the final analyses. Ten metrics were selected for 
warmwater fish communities; 14 for coldwater communities (Table 3). Six metrics were selected for 
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invertebrates (Table 4). At the time of this work, the MPCA was still in the process of developing new IBIs 
so this index was not included in the development of concentration thresholds. 
 


Table 3. Description of fish metrics used in changepoint and quantile regression analyses.   


Metric Description 


%Benthic Feeders 
Benthic feeders rely on undisturbed benthic habitats to feed. Degradation of benthic 
habitat will cause benthic invertivore species to decline.  


%Carnivore 
As adults, carnivorous fish species feed largely on fish, other vertebrates, and large 
invertebrates (e.g., crayfish).  These species include many sport fish (e.g., bass, pike, 
walleye, and trout) (Barbour et al. 1999).   


%Centrarchid-Tolerant 
Fish species in the family Centrarchidae.  These species are sight feeders which can 
be negatively impacted by increased turbidity.  Species classified as tolerant are not 
included in this metric. 


%Herbivore 
Fish species that utilize vegetation. These species are negatively impacted by the loss 
of vegetation which can be caused by sedimentation and hydromodification.  


%Intolerant 
Intolerant species are those that are known to be sensitive to environmental 
degradation. They are often the first species to disappear following a disturbance. 
Their presence in a stream is an indication of a high quality resource. 


%Long Lived 
Long lived species typically have long  life histories and as a result require more time 
to recover from disturbance.   


%Perciformes-Tolerant 
Fish species in the family Percidae which includes walleye, perch, and darters.  
Species classified as tolerant are not included in this metric. 


%Riffle 
Riffle species are those that require riffle habitat as part of their life history either for 
feeding, reproduction, or both.  Sedimentation can decrease this type of habitat 
thereby negatively impacting these species. 


%Sensitive 


Sensitive species are susceptible to environmental degradation and often decline in 
abundance and richness following disturbance. They are not as susceptible as 
intolerant taxa but their presence in a stream is an indication of a high quality 
resource. 


%Simple Lithophils 
Simple lithophilic spawners broadcast their eggs over clean gravel substrates. The 
metric is inversely correlated with habitat degradation due to siltation. 
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Table 4. Description of invertebrate metrics used in changepoint and quantile regression 
analyses.   


Metric Description 


%Collector-Filterers 


The number of collector-filterer taxa represents the number of different taxa that 
collect their food by filtering it out of the water column. The filtering is typically done 
one of two ways: 1) by using physical adaptation such as antennal structures or 2) by 
constructing a net which filters the water, gathering filtered material from the net 
(Chirhart 2003). 


%Intolerant 


Taxa with tolerance values less than or equal to 2 (Hilsenhoff 1987).  Intolerant 
species are those that are known to be sensitive to environmental degradation and 
often decline in abundance and richness following disturbance.  Their presence in a 
stream is an indication of a high quality resource. 


%Long Lived 
Long lived species typically have long  life histories and as a result require more time 
to recover from disturbance.   


%Odonata 
Odonata, or dragon and damselflies, are a diverse group of organisms that display a 
wide array of sensitivities and life histories. They exploit most aquatic microhabitats, 
and their diversity is considered a good indicator of aquatic health (Chirhart 2003). 


%Plecoptera 
Plecoptera, or stoneflies, are among the most sensitive indicator organisms. They 
occupy the interstitial spaces between rocks, woody debris, and vegetation, and 
require a relatively high amount of dissolved oxygen in order to survive. 


%Scraper 
Scrapers are species that graze algae and other microorganisms from hard substrates 
such as rocks and wood.  Excess sedimentation can smother this food source and 
negatively impact scraper species. 


%Shredder 
Shredders are species that feed upon leaves and other coarse organic material.  This 
habitat or food resource can be negatively impacted by sedimentation (Kreutzweiser 
et al. 2005). 


%Trichoptera 


Trichoptera, or caddisflies, are a diverse group of benthic insects that are considered 
good indicators of environmental disturbance. As a group, they are somewhat more 
tolerant to pollution than mayflies, but in the presence of significant impairment they 
do not persist as a diverse community. Because of their ability to exploit a variety of 
habitats, their diversity is a good indicator of habitat quality. Their ability to thrive in 
lentic conditions makes them excellent indicators for use in slow moving streams as 
well (Chirhart 2003). 


 
V.F. Biological Threshold Analyses 
 
A number of patterns can be observed between TSS and the biological metrics (Brenden et al. 2008) 
although the relationship between biology and TSS is often wedge shaped (Wang et al. 2007).  In the 
Minnesota datasets used for this study, a distinct wedge with breakpoint(s) (Figure 3a, b, c) was most 
commonly observed.  This dataset shape was associated with a sufficient disturbance gradient.  The 
“upper plateau” occurred at generally low levels of sediment or stressors and was characterized by high 
variability in the biological metric.  The steep portion of the wedge occurred at moderate levels of 
sediment and indicated that a threshold had been crossed and that biological condition was declining.  At 
higher levels of sediment or stressors there were generally low biological metric scores indicating that the 
response variable had largely reached bottom and was not declining or declining at a much slower rate.  
Additive quantile regression smoothing and changepoint analyses were both effective with this type of 
dataset.  The fit of the quantile regression and the ability of the changepoint analysis to identify 
thresholds were assessed and analyses with a poor fit or those not identifying relevant thresholds were 
omitted.  For some datasets, no analysis was appropriate as a gradient sufficient for these analyses was 
not present (see Figure 3d).  This pattern suggests that most streams in such as class have already 
exceeded the biological threshold or that the metric is not effective in the class.   
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a. b.


c. d.


Figure 3. Illustration of response patterns to stress resulting from sediment and other 
stressors observed in field-collected data. 


 
V.G. Statistical Methods - Additive Quantile Regression Smoothing   
 
Additive quantile regression smoothing (“rqss” in “quantreg” package; Koenker 2009) was performed in 
the program R ver. 2.10.0 (R Development Core Team 2009).  This method is similar to linear quantile 
regression, but instead of fitting a single line to the data, this approach fits a regression line to subsets of 
the data (see Figure 4).  As a result, additive quantile regression smoothing (AQRS) can also be used to 
identify changepoints in addition to fitting the outside of the data wedge.  The 75th percentile (τ = 0.75) 
was used with additive quantile regression smoothing to minimize the effect of outliers.  This was 
important because there is a tendency for increasing variation in the estimates as τ approaches 1 in some 
datasets (Cade & Noon 2003).  Once the 75th percentile quantile regression was fitted, threshold 
concentrations were interpolated as the midpoint between breakpoints (see Figure 3a).  If no upper 
breakpoint was present then the midpoint between the lower breakpoint and the lowest TSS value was 
used (see Figure 3b).  If no lower breakpoint was present (see Figure 3c, d) then no threshold 
concentration could be determined.  The additive quantile regression smoothing approach required the 
selection of a lambda (λ) value which determines the amount of smoothing.  Values of λ were selected by 
eye on how well the line fit the outside of the curve and was not affected by single values.  90% 
confidence bands were also determined to examine regression fits and the strength of the breakpoints.   
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Figure 4. Example of 75th percentile additive quantile regression smoothing for the central 
region (solid line = AQRS fit; dotted lines = 90% confidence bands; dashed line = 
interpolation of TSS concentration). 


 
V.H. Statistical Methods - Changepoint Analysis  
 
Changepoint analysis was performed in the program R ver. 2.10.0 (R Development Core Team 2009) 
using the regression tree analysis (“rpart” in the “rpart” package; Therneau & Atkinson 2008).  This 
method identifies thresholds by dividing sites into two groups based on differences in both their mean 
and variance (Qian et al. 2003).  Trees were constrained to a single split with a bucket size of 5 sites or 
10% of the sample depending on which was larger (e.g., Figure 5).  90% confidence bands were 
determined using a bootstrap analysis which resampled 1000 times.  Bootstrap analysis was performed in 
the program R ver. 2.10.0 (R Development Core Team 2009) using the bootstrap function (“boot” in the 
“boot” package; Canty & Ripley 2009).  In some datasets the sample size was too small and a confidence 
band could not be determined.  Since regression tree analysis will identify a changepoint in any dataset, a 
significance test was applied to determine if the changepoint was significant at the α = 0.05 level.  A 
Mann-Whitney Rank-Sum test was performed in SigmaPlot ver. 11 (Systat Software 2008) to determine if 
there is a significant difference in the biological metric scores above and below the threshold 
concentration determined by regression tree analysis.  Threshold concentrations identified from non-
significant changepoints were not used in further analyses. 
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Figure 5. Example of changepoint analyses using % Plecoptera Individuals from the North 
Class. 


 
V.I. Results 
 
A total of 16, 14, and 17 threshold concentration values could be determined for warmwater streams in 
the North, Central, and South regions using quantile regression and changepoint analysis on 10 fish and 
8 invertebrate metrics (see Tables 8-11). Threshold concentrations could not be determined for all 
metrics due to a limited response in some regions. Table 5 provides a summary of these values for the 
three regions. The most relevant values are the 25th percentile of threshold concentrations for each class. 
This is because these statistics in Table 5 represent many different metrics and not all of which may be 
very sensitive to TSS. Therefore by using the 25th percentile we can focus on the response of the more 
sensitive metrics. The advantage of examining many relevant metrics rather selecting what we think is 
the most sensitive metric (e.g., % Sensitive Species) is that it allows us to empirically identify the metrics 
that are most sensitive to TSS. In addition the most sensitive metric may not be the same for different 
regions so the examination of multiple metrics gives us more flexibly and increases the likelihood that we 
will be able to identify protective thresholds. Many fewer threshold concentrations could be developed for 
invertebrates. It is not clear whether this is the result of a weaker relationship between invertebrates and 
TSS or a reflection of limitations with the invertebrate data (e.g., fewer sites, genus-level resolution). Due 
to the small sample size, no statistics are available for the coldwater streams.   
 


Table 5. Threshold criteria (T.C.) statistics for the 90th percentile of TSS (mg/L) for fish and 
invertebrates calculated using changepoint and additive quantile regression analyses.  TSS 
data from STORET. 


Region Mean Median 25th 75th #T.C. Range 
Coldwater (Statewide) 10 10 7 13 10 5-21 
North 19 20 14 24 17 11-28 
Central 27 27 24 32 14 18-36 
South 89 80 66 100 19 44-165 
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There was an increase in threshold concentrations from the north to south regions with some overlap 
between the interquartile ranges of the north and central regions (Figure 6).  Southern T.C.s were 
considerably higher than the northern and central classes.  There was some difference between the fish 
and the invertebrates, with fish appearing less sensitive.  However this pattern is an artifact of the small 
number of T.C.s that could be determined for invertebrates in the central and southern regions.  In 
general the fish were more useful as many more T.C.s could be identified using this taxonomic group.  
Several T.C.s could be determined for coldwater streams using fish (the invertebrate dataset was too 
small for analysis).   However, caution should be exercised with these numbers because the patters were 
largely driven by two AUIDS.    
 


 


Figure 6. Box plots of TSS threshold concentrations for region and biological group 
(description of box plots: solid line = median, upper and lower bounds = 75th and 25th 
percentiles, whisker caps = 10th and 90th percentiles; n values: North = 16, Central = 14, 
South = 17, Fish = 38, Invertebrates (Invert) = 8).  See Appendix for raw threshold 
concentration values used to generate box plots. 


 
V.J. Identification of TSS Threshold Concentrations: Use of chemistry data for ‘least 
impacted’ & reference streams 
 
The overall approach for this portion of the evaluation is to consider a standard based on TSS levels in 
“reference” or “least-impacted” Minnesota streams. Because TSS levels vary across the state, even for 
“least-impacted” streams, depending on factors such as topography, soils, climate, etc., the draft TSS 
standard likewise varies across the state according to River Nutrient Regions. 
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Monitoring data from streams across the state was examined, and various measures were used to filter 
out non-representative (mostly storm-biased) data. One hundred sixty eight non-mainstem stream 
reaches of at least five miles in length were found to have good, sizeable data sets. (The larger mainstem 
reaches are unique in character and not suitable for a least-impacted reference stream approach; stream 
reaches less than five miles in length are often very small and sometimes intermittent headwaters or are 
for other reasons not representative of the more general range of streams.) These 168 reaches were 
then ranked within the three River Nutrient Regions according to mean TSS levels. Stream reaches 
ranking from the 10th to the 40th percentiles in terms of mean TSS water quality in the South River 
Nutrient Region and the 30th to the 50th percentiles in the Central and North River Nutrient Regions 
were considered to be reference streams. Because streams in the latter two River Nutrient Regions are 
generally less impacted than streams in the South River Nutrient Region, a reference level was used that 
is closer to average existing conditions. 
 
Under this approach, these reference streams would essentially be the draft standard. They would form 
the basis of comparison for the assessment of other streams within each ecoregion. 
 
The specific numeric standard under this approach is determined by choosing the TSS concentration at 
some specific point on the reference stream TSS frequency curve. (This reference stream TSS frequency 
curve is calculated by combining the various reference streams in each region into a single “average” 
reference stream.) 
 
The specific point on the curve could come from any number of choices, with the most likely candidates 
being 1) the average TSS concentration, 2) the maximum TSS concentration, or 3) the 90th percentile 
TSS concentration. 
 
Average stream conditions, though, are not necessarily fully indicative of watershed problems that can 
result in high TSS levels. Especially for smaller, “flashier” streams, impairment is generally more evident 
under storm-influenced, high-TSS conditions than it is under average conditions. Maximum TSS levels, 
however, are difficult, if not impossible, to determine. If the weather is sufficiently extreme, TSS 
concentrations will almost certainly be higher than any reasonable and meaningful maximum TSS 
standard. 
 
The 10th percentile TSS level, on the other hand, can be easily calculated and is a good indication of the 
health of a stream in terms of TSS. The use of the 10th percentile TSS level has the additional advantage 
that it matches with the current MPCA assessment criterion, which essentially states that a stream has to 
meet the state water quality standard for turbidity at least 90% of the time (no more than 10% of 
measurements can exceed the standard). 
 
As for the time period over which the 10th percentile TSS level is measured and is used as a basis of 
comparison for the reference streams and the streams to be assessed, the period April through 
September has been chosen, rather than the full year. This period is used because TSS monitoring is 
generally done during this period, and because the data used to determine reference-stream TSS levels is 
much better for this period than it is for the year as a whole and because TSS problems generally occur 
during this period. 
 
V.K. Use of extensive TMDL deliberations for lower Mississippi from Pool 2 to below L 
Pepin on to the Iowa State Line: 
 
The mainstem Mississippi River has been extensively studied for many decades, by our Agency 
[http://www.pca.state.mn.us/water/tmdl/tmdl-development.html], the Metropolitan Council, the Long-
Term Resource Monitoring Program [e.g. 
http://www.umesc.usgs.gov/reports_publications/ltrmp_rep_list.html], and the Upper Mississippi River 
Conservation Committee [URMCC] [ http://mississippi-river.com/umrcc/].  
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The submersed aquatic vegetation (SAV) in the lower Mississippi River has been studied for decades and 
is considered the keystone community for ensuring a healthy aquatic community (UMRCC, 2003). SAV are 
sources of food for waterfowl, serve as substrate for invertebrates and periphyton, and as habitat for larval 
and adult fish. SAV also helps stabilize sediments by creating quiescent areas around their stems and leaves. 
SAV are used by the UMRCC as a measure of ecosystem health. 
 
A key document used in setting the TSS WQS for the lower Mississippi River from Pool 2 to the mouth of 
Lake Pepin is by Sullivan et al (2009). For details on the MPCA South Metro Mississippi TMDL Turbidity 
Impairment, link to the following Agency web site:  
http://www.pca.state.mn.us/index.php/water/water-types-and-programs/minnesotas-impaired-waters-
and-tmdls/tmdl-projects/lower-mississippi-river-basin-tmdl-projects/project-south-metro-mississippi-
turbidity.html. Because there is a site-specific WQS for this stretch of river, it will be used as the criterion 
instead of the regional criteria recommended for the remainder of the Central Region. 
 
Relying on an extensive data set and historical information, the URMCC recommended a TSS criterion of 
32 mg TSS/L as a summer average. This criterion will allow adequate transparency to allow submersed 
aquatic vegetation (SAV) to reach their target community densities. This site-specific water quality 
standard was approved by US EPA on November 8, 2010. 
 
Another recent document relates light penetration to turbidity (Giblin et al, 2010). Giblin et al, 2010 
recommended a TSS goal of 30 mg TSS/L to maintain SAV densities below Lake Pepin. That 
recommendation forms the basis for the TSS WQS of 30 mg TSS/L as a summer average below Lake 
Pepin. 
 
V.L. Use of least impacted reach data for Red River mainstem:  
 
In establishing a TSS water quality criterion for the main stem of the Red River, there are some additional 
factors to consider. For most areas of the state we were able to utilize a “filter” and reference sites to 
find the appropriate AUIDs for calculating the TSS criteria. For the main stem of the Red River, there 
were only eight (8) AUIDs that had sufficient data for this procedure. It has also been a challenge to find 
a “least impacted” and/or reference reach for the Red River. The Red River is known for its high 
concentration of suspended solids. The fine clay and silt lake plain sediments are easily suspended, and 
tend to stay in suspension even during relatively low-flow conditions. Red River median concentrations of 
TSS for the eight AUIDs ranged from 58 mg/L to 342 mgl/L for 2003-2004 (State of the Red River of the 
North, 2006).   
 
Despite the elevated TSS concentrations that exist within the Red River, fish IBI scores in the Red River 
ranged from fair to good (EPA 905-R-96-005, 1998). In spite of the input from a multitude of potential 
pollution sources, IBI scores did not decrease with increasing distance downstream. Rather, some of the 
highest scoring sites were located nearest the Canadian border.   


 
With these factors in mind, it was decided that a TSS criterion would be established using the AUID that 
begins at the headwaters of the Red River in Breckenridge, MN. This reach of the Red River typically 
exhibits the lowest TSS concentrations and for our purposes will be considered the “least impacted”. The 
90th percentile TSS concentration for this AUID was calculated as 106 mg/L (Christopherson, 2009). The 
TSS criteria are written to partially encompass the variable nature of suspended sediment in streams due 
to snowmelt and rainfall storm events. TSS concentrations in streams are not to exceed regional or 
mainstem criteria more than 10% of the time. For the Red River, this means that no more than 10 
percent of the TSS values were greater than 106 mg/l. Building in an additional 5% margin of safety, 100 
mg/L of TSS will be recommended as the criteria for the Red River. The 100 mg/L will be the TSS criteria 
for the Red River from the headwaters to the Canadian border. 
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The draft 2010 TMDL List of impaired waters contained 49 new listings for turbidity, using the current 
NTU water quality standard. An informal review was conducted using the same turbidity data but using 
the draft TSS criteria. Our assessment process has two steps: a pre-assessment computer determination 
followed by a final determination using expert best professional judgment. The pre-assessment data 
found 58 impairment candidates for impairment by the draft TSS criteria. Because of data quantity and 
quality considerations, only a portion of pre-assessment candidates are found to be worthy of including in 
the TMDL List. As a result, for future listing cycles, the draft TSS criteria will result in about the same 
number of listings. 


V.M. Combining biological and chemical data 
 


The recommendations from the section above were combined with those from the bio-statistical sections 
above, using best professional judgment regarding the multiple lines of information. The resulting draft 
criteria are shown in Table 6. When developing TSS WQS that will be used to protect the aquatic life 
designated use, the preferred approach is to use biological data to develop the TSS criteria. When this is 
not possible, the use of reference streams provides a reasonable alternative. Because biological datasets 
with comparable TSS were sparse and TSS reach datasets were comparatively more robust, the results 
were combined. Because of the differences in the types of data and the types of statistical tests used, the 
approach used to combine the two approaches was a narrative-type Best Professional Judgment [BPJ] & 
Weight of Evidence [WOE] approach. 
 
It is recognized that modifications to the draft standards may be necessary on a stream-by-stream basis, 
depending on the specific conditions – topography, soils, climate, stream size, land-use, etc. – involved. 
Such site specific determinations are permissible by existing rule conditions (see Mn Rule Ch. 7050.0222 
Subp. 7). 
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Table 6. Criteria table 


Substance, Characteristic, or Pollutant (Class 2A) Units CS Basis for CS MS FAV Basis for MS, FAV
Turbidity value NTU 10 NA - - NA 


Total Suspended Solids [TSS] mg/L 10 NA - - NA 
(TSS standards, for Class 2A, must not be exceeded more 
than 10% of the time over a multiyear data window; the 


assessment season is April through September) 
      


  
Substance, Characteristic, or Pollutant (Class 2Bd) Units CS Basis for CS MS FAV Basis for MS, FAV


Turbidity value NTU 25 NA - - NA 
  


Northern River Nutrient Region (see 7050.XXX)  
Total Suspended Solids [TSS] mg/L 15 NA - - NA 


Central River Nutrient Region (see 7050.XXX)  
Total Suspended Solids [TSS] mg/L 30 NA - - NA 


Southern River Nutrient Region (see 7050.XXX)  
Total Suspended Solids [TSS] mg/L 65 NA - - NA 


Red River mainstem – Headwaters to border  
Total Suspended Solids [TSS] mg/L 100 NA - - NA 


(TSS standards, for the Class 2Bd Northern, Central, 
Southern River Nutrient Regions, above, and the Red River 
mainstem, above, must not be exceeded more than 10% of 


the time over a multiyear data window; the assessment 
season is April through September) 


      


  


Lower Mississippi River mainstem – Pools 2 through 4       


Total Suspended Solids [TSS], summer average mg/L 32 NA - - NA 
Lower Mississippi River mainstem below Lake Pepin  


Total Suspended Solids [TSS], summer average mg/L 30 NA - - NA 
  


(TSS standards for the Class 2Bd Lower Mississippi River 
must not be exceeded more than 50% of the summers over 
a multiyear data window; the assessment season is defined 


as June through September) 


      


  
Substance, Characteristic, or Pollutant (Class 2B) Units CS Basis for CS MS FAV Basis for MS, FAV


Turbidity value NTU 25 NA - - NA 
  


Northern River Nutrient Region (see 7050.XXX)  
Total Suspended Solids [TSS] mg/L 15 NA - - NA 


Central River Nutrient Region (see 7050.XXX)  
Total Suspended Solids [TSS] mg/L 30 NA - - NA 


Southern River Nutrient Region (see 7050.XXX)  
Total Suspended Solids [TSS] mg/L 65 NA - - NA 


Red River mainstem – Headwaters to border  
Total Suspended Solids [TSS] mg/L 100 NA - - NA 


(TSS standards, for the Class 2B Northern, Central, 
Southern River Nutrient Regions, above, and the Red River 
mainstem, above, must not be exceeded more than 10% of 


the time over a multiyear data window; the assessment 
season is April through September) 


      


  
Lower Mississippi River mainstem – Pools 2 through 4  


Total Suspended Solids [TSS], summer average mg/L 32 NA - - NA 
Lower Mississippi River mainstem below Lake Pepin  


Total Suspended Solids [TSS], summer average mg/L 30 NA - - NA 
       


(TSS standards for the Class 2B Lower Mississippi River 
must not be exceeded more than 50% of the summers over 
a multiyear data window; the assessment season is defined 


as June through September) 
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VII. Appendix  


 


The tables and figures below contain the background material for Table 5. below  
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Table 7 through Table 10 below assess both fish and invertebrates using both quantile regression and 
changepoint analysis. The figures that follow assess regional differences in the influence of TSS on fish 
and invertebrates. 
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Table 7. Raw total TSS threshold concentration values (mg L-1) for fish using additive 
quantile regression smoothing analysis.  Abbreviations: T.C. = Threshold Concentration.   


Region Group Metric T.C. Test Notes 
North Fish %Benthic Feeders 28 <0.0001 
North Fish %Carnivore  weak breakpoint 
North Fish %Centrarchid-Tolerant  weak breakpoint 
North Fish %Herbivore 20 <0.0001 
North Fish %Intolerant 18 <0.0001 
North Fish %Long Lived 21 <0.0001 
North Fish %Perciformes-Tolerant  weak breakpoint 
North Fish %Riffle 26 <0.0001 
North Fish %Sensitive  weak breakpoint 
North Fish %Simple Lithophils  weak breakpoint 
Central Fish %Benthic Feeders  no lower breakpoint 
Central Fish %Carnivore 25 <0.0001 
Central Fish %Centrarchid-Tolerant 24 <0.0001 
Central Fish %Herbivore  weak relationship 
Central Fish %Intolerant 33 <0.0001 
Central Fish %Long Lived 21 <0.0001 
Central Fish %Perciformes-Tolerant 26 <0.0001 
Central Fish %Riffle  no lower breakpoint 
Central Fish %Sensitive 29 <0.0001 
Central Fish %Simple Lithophils  weak relationship 
South Fish %Benthic Feeders 58 <0.0001 
South Fish %Carnivore 59 <0.0001 
South Fish %Centrarchid-Tolerant  weak relationship 
South Fish %Herbivore 100 <0.0001 
South Fish %Intolerant  weak relationship 
South Fish %Long Lived  weak relationship 
South Fish %Perciformes-Tolerant 80 <0.0001 
South Fish %Riffle 100 <0.0001 
South Fish %Sensitive 87 <0.0001 
South Fish %Simple Lithophils 59 <0.0001 
Coldwater Fish %Benthic Feeders  no lower breakpoint 
Coldwater Fish %Carnivore  positive relationship 
Coldwater Fish %Centrarchid-Tolerant  weak relationship 
Coldwater Fish %Herbivore  weak relationship 
Coldwater Fish %Intolerant 21 <0.0001 
Coldwater Fish %Long Lived  weak relationship 
Coldwater Fish %Perciformes-Tolerant 13 <0.0001 
Coldwater Fish %Riffle  no lower breakpoint 
Coldwater Fish %Sensitive 14 <0.0001 
Coldwater Fish %Simple Lithophils  no lower breakpoint 
Coldwater Fish %Darters+Sculpins 13 <0.0001 
Coldwater Fish %Detritivores  no lower breakpoint 
Coldwater Fish %NativeCold+Cool  weak relationship 
Coldwater Fish %Mature≥4Years 13 <0.0001 
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Table 8. Raw total TSS threshold concentration values (mg L-1) for invertebrates using 
additive quantile regression smoothing analysis.  Abbreviations: T.C. = Threshold 
Concentration.   


Region Group Metric T.C. Test Notes 
North Invertebrates %Collector-Filterers 11 <0.0001 
North Invertebrates %Intolerant  weak relationship 
North Invertebrates %Long Lived  weak relationship 
North Invertebrates %Odonata  weak relationship 
North Invertebrates %Plecoptera 11 <0.0001 
North Invertebrates %Scraper  weak relationship 
North Invertebrates %Shredder  weak relationship 
North Invertebrates %Trichoptera 18 <0.0001 
Central Invertebrates %Collector-Filterers  weak relationship 
Central Invertebrates %Intolerant 33 <0.0001 
Central Invertebrates %Long Lived  weak breakpoints 
Central Invertebrates %Odonata 27 <0.0001 
Central Invertebrates %Plecoptera  weak relationship 
Central Invertebrates %Scraper  weak relationship 
Central Invertebrates %Shredder  weak relationship 
Central Invertebrates %Trichoptera  weak relationship 
South Invertebrates %Collector-Filterers 165 <0.0001 
South Invertebrates %Intolerant  weak relationship 
South Invertebrates %Long Lived 99 <0.0001 
South Invertebrates %Odonata  weak relationship 
South Invertebrates %Plecoptera  weak relationship 
South Invertebrates %Scraper  weak relationship 
South Invertebrates %Shredder  weak relationship 
South Invertebrates %Trichoptera 140 <0.0001 
Coldwater Invertebrates %Collector-Filterers  n too small for analysis
Coldwater Invertebrates %Intolerant  n too small for analysis
Coldwater Invertebrates %Long Lived  n too small for analysis
Coldwater Invertebrates %Odonata  n too small for analysis
Coldwater Invertebrates %Plecoptera  n too small for analysis
Coldwater Invertebrates %Scraper  n too small for analysis
Coldwater Invertebrates %Shredder  n too small for analysis
Coldwater Invertebrates %Trichoptera  n too small for analysis
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Table 9. Raw Total Suspended Solids (TSS) threshold concentration values (mg L-1) for fish 
using regression tree (changepoint) analysis.  Abbreviations: T.C. = Threshold Concentration 
L = 90% Lower Bound, U = 90% Upper Bound.   


Region Group Metric T.C. L U Test Bucket Notes 
North Fish %Benthic Feeders 24 15 38 0.0020 5 
North Fish %Carnivore 0.1474 5 not significant 
North Fish %Centrarchid-Tolerant 0.0871 5 not significant 
North Fish %Herbivore 25 15 44 0.0032 5 
North Fish %Intolerant 14 0 21 0.0059 5 
North Fish %Long Lived 24 0.1398 5 not significant 
North Fish %Perciformes-Tolerant weak relationship 
North Fish %Riffle 28 21 47 <0.0001 5 
North Fish %Sensitive 21 52 0.0293 5 
North Fish %Simple Lithophils 22 6 37 0.0099 5 
Central Fish %Benthic Feeders 0.0629 7 not significant 
Central Fish %Carnivore 18 5 24 0.0044 7 
Central Fish %Centrarchid-Tolerant 24 16 33 <0.0001 7 
Central Fish %Herbivore 0.0874 7 not significant 
Central Fish %Intolerant 32 29 49 0.0042 7 
Central Fish %Long Lived -3 23 0.0245 7 
Central Fish %Perciformes-Tolerant 24 12 30 <0.0001 7 
Central Fish %Riffle 0.0932 7 not significant 
Central Fish %Sensitive 32 23 50 <0.0001 7 
Central Fish %Simple Lithophils 0.0658 7 not significant 
South Fish %Benthic Feeders 73 52 97 <0.0001 9 
South Fish %Carnivore 92 14 147 0.0019 9 
South Fish %Centrarchid-Tolerant 144 123 223 0.0162 9 
South Fish %Herbivore 73 43 92 <0.0001 9 
South Fish %Intolerant 0.9387 9 not significant 
South Fish %Long Lived weak relationship 
South Fish %Perciformes-Tolerant 44 -55 86 0.0033 9 
South Fish %Riffle 73 34 101 <0.0001 9 
South Fish %Sensitive 44 11 55 <0.0001 9 
South Fish %Simple Lithophils 73 35 117 0.0014 9 
Coldwater Fish %Benthic Feeders 0.0055 5 positive relationship 
Coldwater Fish %Carnivore 0.3002 5 not significant 
Coldwater Fish %Centrarchid-Tolerant 0.8324 5 not significant 
Coldwater Fish %Herbivore 0.4429 5 not significant 
Coldwater Fish %Intolerant 7 0.1577 5 not significant 
Coldwater Fish %Long Lived 0.7851 5 not significant 
Coldwater Fish %Perciformes-Tolerant 7 0.0067 5 
Coldwater Fish %Riffle 0.0755 5 not significant 
Coldwater Fish %Sensitive 5 0.0309 5 
Coldwater Fish %Simple Lithophils 0.3163 5 not significant 
Coldwater Fish %Darters+Sculpins 7 <0.0001 5 
Coldwater Fish %Detritivores 0.1015 5 not significant 
Coldwater Fish %NativeCold+Cool 0.8327 5 not significant 
Coldwater Fish %Mature≥4Years 5 <0.0001 5 
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Table 10. Raw Total Suspended Solids (TSS) threshold concentration values (mg L-1) for 
invertebrates using regression tree (changepoint) analysis.  Abbreviations: T.C. = Threshold 
Concentration L = 90% Lower Bound, U = 90% Upper Bound.   


Region Group Metric T.C. L U Test Bucket Notes 
North Inverts %Collector-Filterers 12 2 18 0.0050 5 
North Inverts %Intolerant   0.1966 5 not significant 
North Inverts %Long Lived   0.0586 5 not significant 
North Inverts %Odonata   weak relationship 
North Inverts %Plecoptera 12 7 15 0.0027 5 
North Inverts %Scraper   0.2324 5 not significant 
North Inverts %Shredder   0.1679 5 not significant 
North Inverts %Trichoptera 15 6 22 0.0438 5 
Central Inverts %Collector-Filterers   weak relationship 
Central Inverts %Intolerant   0.6836 5 not significant 
Central Inverts %Long Lived 36 27 65 0.0438 5 
Central Inverts %Odonata   0.1514 5 not significant 
Central Inverts %Plecoptera   0.1942 5 not significant 
Central Inverts %Scraper   0.0736 5 not significant 
Central Inverts %Shredder   weak relationship 
Central Inverts %Trichoptera   0.1477 5 not significant 
South Inverts %Collector-Filterers 125 87 153 0.0094 6 
South Inverts %Intolerant   0.0552 6 not significant 
South Inverts %Long Lived   0.2806 6 not significant 
South Inverts %Odonata   0.9533 6 not significant 
South Inverts %Plecoptera   0.0716 6 not significant 
South Inverts %Scraper   weak relationship 
South Inverts %Shredder   0.2556 6 not significant 
South Inverts %Trichoptera   0.0590 6 not significant 
Coldwater Inverts %Collector-Filterers   n too small for analysis 
Coldwater Inverts %Intolerant   n too small for analysis 
Coldwater Inverts %Long Lived   n too small for analysis 
Coldwater Inverts %Odonata   n too small for analysis 
Coldwater Inverts %Plecoptera   n too small for analysis 
Coldwater Inverts %Scraper   n too small for analysis 
Coldwater Inverts %Shredder   n too small for analysis 
Coldwater Inverts %Trichoptera   n too small for analysis 
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Northern Streams - Fish 


 


Figure 7. Relationships between Total Suspended Solids (TSS) mg L-1 and fish metrics for 
the North Region (red line = additive quantile regression with 90% confidence bands, blue 
line = changepoint with 90% confidence bands).  
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Figure 7 (continued). Relationships between Total Suspended Solids (TSS) mg L-1 and fish 
metrics for the North Region (red line = additive quantile regression with 90% confidence 
bands, blue line = changepoint with 90% confidence bands). 
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Northern Streams - Invertebrates 


 


Figure 8. Relationships between Total Suspended Solids (TSS) mg L-1 and invertebrate 
metrics for the North Region (red line = additive quantile regression with 90% confidence 
bands, blue line = changepoint with 90% confidence bands). 
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Central Streams - Fish 


 


Figure 9. Relationships between Total Suspended Solids (TSS) mg L-1 and fish metrics for 
the Central Region (red line = additive quantile regression with 90% confidence bands, blue 
line = changepoint with 90% confidence bands). 
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Figure 9 (continued). Relationships between Total Suspended Solids (TSS) mg L-1 and fish 
metrics for the Central Region (red line = additive quantile regression with 90% confidence 
bands, blue line = changepoint with 90% confidence bands). 
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Central Streams - Invertebrates 


 


Figure 10. Relationships between Total Suspended Solids (TSS) mg L-1 and invertebrate 
metrics for the Central Region (red line = additive quantile regression with 90% confidence 
bands, blue line = changepoint with 90% confidence bands). 
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Southern Streams - Fish 


 


Figure 11. Relationships between Total Suspended Solids (TSS) mg L-1 and fish metrics for 
the South Region (red line = additive quantile regression with 90% confidence bands, blue 
line = changepoint with 90% confidence bands). 
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Figure 11 (continued). Relationships between Total Suspended Solids (TSS) mg L-1 and fish 
metrics for the South Region (red line = additive quantile regression with 90% confidence 
bands, blue line = changepoint with 90% confidence bands). 
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Southern Streams - Invertebrates 


 


Figure 12. Relationships between Total Suspended Solids (TSS) mg L-1 and invertebrate 
metrics for the South Region (red line = additive quantile regression with 90% confidence 
bands, blue line = changepoint with 90% confidence bands). 
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Coldwater Streams - Fish 


 


Figure 13. Relationships between Total Suspended Solids (TSS) mg L-1 and fish metrics for 
the Coldwater Streams (red line = additive quantile regression with 90% confidence bands, 
blue line = changepoint with 90% confidence bands). 
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Figure 13 (continued). Relationships between Total Suspended Solids (TSS) mg L-1 and fish 
metrics for the Coldwater Streams (red line = additive quantile regression with 90% 
confidence bands, blue line = changepoint with 90% confidence bands). 
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Coldwater Streams - Invertebrates 


 


Figure 14. Relationships between Total Suspended Solids (TSS) mg L-1 and invertebrate 
metrics for the Coldwater Streams (red line = additive quantile regression with 90% 
confidence bands, blue line = changepoint with 90% confidence bands). 
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Abstract The problem of urban decay in Hong Kong is getting worse recently; therefore,


the importance of urban renewal in improving the physical environment conditions and the
living standards of the citizens is widely recognized in the territory. However, it is not an easy


task for the Hong Kong Government to prepare welcome urban renewal proposals because the


citizens, professionals and other concerned parties have their own expectations which are


difficult to be addressed all at the same time. Although it is impossible to satisfy all stake-


holders concerning urban renewal, it is preferable to have proposals conforming to the


interests of the majority and beneficial to the present and future generations. This paper adopts


the analytic hierarchy process (AHP) to work out the most sustainable design proposal for an


area undergoing urban renewal. AHP is a robust multi-criteria decision making (MCDM)


method for solving social, governmental and corporate decision problems. Since there is a


lack of published papers demonstrating a systematic and effective way for urban renewal


proposal assessment, this paper attempts to fill this gap with the help of AHP.


Keywords AHP Á MCDM Á Urban renewal Á Proposal assessment Á Hong Kong


1 Introduction


Urban renewal is a complex process that has been commonly adopted to cope with


changing urban environment, to rectify the problem of urban decay and to meet various


socioeconomic objectives. In Hong Kong, numbers of urban renewal projects have been


conducted but many of them fail to achieve their goals and generate environmental and


social problems in the community (Ng et al. 2001; Chui 2003). Some people argue that this


Soc Indic Res (2008) 89:155–168


DOI 10.1007/s11205-007-9228-x


Search People, Research Interests and Universities



http://www.academia.edu/

https://www.academia.edu/660661/The_Analytic_Hierarchy_Process_AHP_Approach_for_Assessment_of_Urban_Renewal_Proposals

https://polyu.academia.edu/EdwinChan





2/8/2014 The Analytic Hierarchy Process (AHP) Approach for Assessment of Urban Renewal Proposals |  Edwin Chan - Academia.edu


http://www.academia.edu/660661/The_Analytic_Hierarchy_Process_AHP_Approach_for_Assessment_of_Urban_Renewal_Proposals 2/17


social problems in the community (Ng et al. 2001; Chui 2003). Some people argue that this


phenomenon is probably due to poor quality of the urban renewal proposals. Therefore, the


Government and the concerned parties in the territory attempt to improve the design of the


proposals by promoting sustainability concept (Fung 2001). They believe that thinking
over this concept when preparing the urban renewal proposals can produce positive results
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after projects completion in future such as further economic growth, better quality of the


natural and built environment, and increased social well-being. However, it is a hard task 


for the Government to produce appropriate urban renewal proposals fulfilling sustainable


development objectives even it intends to do so and has made a great effort. In view of it, it


is necessary to have a tool to assist the Government in working out the most sustainable
urban renewal proposal for a renewed area. Determining a sustainable renewal proposal is


a difficult and complicated process because a lot of tradeoff decisions have to be made.


Parties either affected by or involved in different stages of urban renewal have their


concerns and expectations which cannot be satisfied all by a single proposal. In order to


ensure that the final proposal is convincing, a more systematic and sophisticated method to


make the tradeoff decisions is required. Therefore, this paper encourages the use of ana-


lytic hierarchy process (AHP) in dealing with this challenge.


2 What is AHP?


Before discussing AHP, it is necessary to know what multi-criteria decision making(MCDM) method is. MCDM methods are valuable in reaching important decisions that


cannot be determined straightforwardly. Nowadays, there are numbers of MCDM methods


available for selection. In order to select the most appropriate method for this study, it is


necessary to know the general characteristics of different methods. With reference to a


study conducted by De Montis et al. (2000), a summary comparing the features of various


MCDM methods is produced (Table 1).


From the table, it can be observed that AHP has excellent performance in dealing with


interdependent criteria and the local problems involving both quantitative and qualitative


Table 1 Comparison of the general characteristics of MCDM methods


AHP  NAIADEa MAUTb MOPc


Interdependence
of criteria


Necessary  Unimportant  Unimportant  Necessary


Transparency of 


weighting


process


Weights given


explicitly by mean


of pairwise


comparisons.


Weights are


not set


explicitly


Depend on expert


decision


Weights given explicitly
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comparisons.


Problem solving


process


Only experts


involved


Only


experts


involved


Only representatives


& experts involved


to derive the


matrix


No stakeholders included.


Problems structured with


reference to existing data


Applicability Used for local scale


problem


Used for


local


scale


problem


Used for local scale


problem


Used for local scale


problem


Types of data
used


Quantitative &
qualitative data


used


Crisp, fuzzy
&


linguistic


data used


Qualitative data
used


Fuzzy & linguistic data
used


Source: De Montis et al. (2000)
a Novel approach to imprecise assessment and decision environments
b Multi-attribute utility theory
c Multiobjective programming
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issues. It is expected that AHP is a suitable method for this study concerning about the


urban renewal which is commonly regarded as a social problem (Chan and Lee 2007).


As mentioned, AHP is one of the MCDM methods and the underlying principle of MCDM
is that these decisions have to be made by means of sets of criteria. By apply this principle,


Saaty (1980) developed AHP which models a hierarchical decision problem framework that


consists of multiple levels of criteria having unidirectional relationships. AHP works with


such hierarchy that can combine both subjective (intangible) and objective (tangible) criteria.


AHP is a reliable tool to facilitate systematic and logical decision making processes, and


determine the significance of a set of criteria and sub-criteria. It is widely applied to con-


struction fields such as resources allocation, project design, planning for urban development,


maintenance management, policy evaluation, etc. (Saaty 1980; Cook et al. 1984; Shen et al.


1998; Cheng et al. 2005; Banai 2005). Saaty (1980) laid down the proof and the mathematical


calculations of AHP but in this study, the complicated mathematical algorithm is skipped and


only a brief description of this method is provided. AHP is composed of eight major steps:


(i) To identify the decision problem—The decision problem has to be stated in the
topmost level of a hierarchy that is broken down into different levels in which the


final level is usually the scenarios or alternatives to be selected;


(ii) To ascertain that the problem can be solved by AHP—AHP is suitable for the


decision problem that can be turned into a hierarchical decision model;


(iii) To structure the decision problem—A hierarchy structure formed for the decision


problem consists of several levels. A focus in the topmost level is decomposed into


criteria bearing on the focus in the second level followed by sub-criteria in the third


level and so forth;


(iv) To determine the raters—AHP solicits expert’s judgment and therefore, only experts


are eligible to be the raters who are responsible for making the decision;


(v) To collect data from the raters—AHP determines the relative priorities of different
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criteria in every level of the hierarchy by employing a pairwise comparison. During


the process, each expert is required to make judgments on their relative importance


in relation to the element at the higher level with reference to a 9-point scale;


(vi) To calculate the priority weights of each criterion—Each decomposed level with


respect to a higher level forms a matrix. The pairwise comparison data are summarized


in the absolute priority weights on the basis of Saaty’s eigenvector procedure; and


(vii) To measure the consistency ratio (C.R.)—This practice is to ascertain that the experts


are consistent in rating the relative importance of the criteria. AHP does not demand


perfect consistency but a judgment is only considered acceptable when C.R. is of 0.10


or less. If the C.R. value cannot pass such acceptable level, it is certain that the experts


make judgments arbitrarily or mistakenly and then they have to do it again.


Pairwise comparison is an important step in AHP to be completed by the experts.


However, AHP is widely criticized for such tedious process especially when a large


number of criteria or alternatives is involved. Someone may doubt the expert judgments


because people are very likely to feel tired and lose patience during this process and


therefore, they may not make their judgments conscientiously. They may change their


minds frequently in order to ascertain the acceptance of the C.R. value as well as shorten


the whole process. To avoid such drawback, only reasonable and manageable amounts of 


criteria are contained in the model and the author of this study has acted as a facilitator to


take over the judgment process.


Although AHP is subject to criticism, it is regarded as the most appropriate method for


this study. It is because pairwise comparison form of data input is straightforward and
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1. Introduction 
 


There are usually three complementary methods for mastering any new intellectual or artistic 
task; these are, in ascending order of importance: 
 


 reading books about it 
 observing how other people do it 
 actually doing it oneself 


 
This tutorial focuses on the second of these methods.  It is based on handouts that I developed 


when teaching first-year psychology students at Magdalen College, Oxford.  The core of the 
tutorial is a worked example from an Oxford University Prelims Statistics examination paper.  I 
have therefore placed this section in prime position; however, in teaching the order of events was 
different, and more nearly corresponded to the three-fold hierarchy of methods given above: 
 


1. The student was invited to read one of the chapters on the Recommended Reading list, 
given in Section 5.  He or she would also have been expected to attend a lecture on the topic 
in question at the Department of Experimental Psychology. 


 
2. The student would attend a tutorial, in which we would go through the worked example 


shown here.  He or she would take away the handouts shown in Sections 3 and 4, which 
were designed to give structure to the topic and help them when doing an example on their 
own. 


 
3. They would be given another previous examination question to take away and do in their 


own time, which would be handed in later for marking. 
 


I am strongly in favour of detailed worked examples; following one is the next best thing to 
attempting a question oneself.  Even better than either method is doing a statistical test on data 
which one has collected oneself, and which therefore has some personal significance to one, but 
that is not usually practicable in a first-year course. 
 


The book which comes closest to giving detailed worked examples is Spiegel (1992, see 
Recommended Reading).  Each chapter has numerous ‘solved problems’ on the topic in question, 
which occupy more than half of each chapter.  However, the solutions are not as detailed and 
discursive as the one given here. 
 


I should be pleased to hear from anyone who finds this tutorial helpful, or who spots a 
typographical or other error which should be corrected.  I can be contacted at: 
 
reply@oxfordforumpublisher.com 
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2. A worked examination question 
 
2.1 Question1


 
Neyzi, Alp and Orhon (1975) investigated the effect of socio-economic class on physical 


development of Turkish children. Physical development was classified on a scale of 1 (none) to 5 
(fully developed) and the socio-economic class of their parents was assessed on a scale of 1 to 4. 


 
 


The data were as follows: 
 


 
             Socio-economic                                Physical development  
             Class of parents                     
                                                            1 2 3 4 5 


                      1                                    2         14 28 40       18 


                      2                                    1 21 25 25  9 


                      3                                    1 12 12 12  2 


                      4                                    6 17 34 33  6 


 


Plot these data in a meaningful way and report your initial findings. 
 
Stating clearly your hypotheses, carry out an analysis to test for a relationship between 


physical development and socio-economic class using as many different categories of physical 
development as possible, and report your conclusions. 


 
Carry out a further analysis comparing those who are fully developed (stage 5) with those 


who are not (stages 1-4) and report your conclusion. 
 
Provide an explanation for these two conclusions. 
 
For any test where you detect a relationship, report on the nature of that relationship. 


 
       (5;5;4;3;3) 
 


[The numbers in the bottom right hand corner of the question are as they appear in the 
Oxford Prelims exam paper and indicate to the candidate how many marks each part of the 
question is potentially worth if answered correctly.] 


 


                                                 
1 The question is taken from the Preliminary  Statistics paper for first-year psychology students at Oxford University, 
Hilary Term, 1999. 
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2.2 Answer: 
 
2.2.1. How to recognise that this is a chi-square question: 
 


The layout of the data may look superficially like that of a two-way ANOVA, but the data 
in the cells are raw numbers; to be an ANOVA the entries in the cells would have to be means. 


Note also that the measures are both categorical. Class is an ordinal, not an interval, 
measure. (See Appendix B for some points on this distinction.)  Physical development might have 
been a continuous, interval measure, but here it is not; the five categories are discrete and we do not 
have any information about how they are arrived at, so we can only safely conclude that they are 
ordinal. 
 
 
2.2.2. Method 
 


The first thing we have to do is collapse some cells.   A requirement of the chi-square test is 
that there should be at least 5 observations in each cell.   (The wording of the question contains a 
hint to remember this when it says 'using as many categories of physical development as possible' 
in paragraph 4.)  We therefore amalgamate columns 1 and 2, and columns 4 and 5, to give the 
following: 


 
 
       Physical development 
               2        3          4  
Class 
   1  16 28 58 
   2  22 25 34 
   3  13 12 14 
   4  23 34 39 


 
 
2.2.3 Plot 
 


There are two possible ways of plotting this data: as a stacked bar chart of percentages, or as 
a line chart.   The former is sometimes more revealing, but takes much longer.   I recommend a line 
chart in this case.   In fact I recommend line charts for all questions in this paper except those 
which require you to plot a frequency distribution.   The Descriptive Statistics type questions have 
in the past always required a bar chart, and occasionally there are other types of questions which 
require you to plot a frequency distribution, e.g. the goodness-of-fit question from Hilary Term 
1999. 
 


The plot (see Appendix A) reveals that in all classes except Class 3 the number of subjects 
increases as physical development increases.   This is presumably a function of how the population 
was sampled; i.e. there were a disproportionate number of older children in the sample.   The 
reason for Class 3 not showing this pattern may simply be a chance effect of the total numbers in 
this class being smaller than in any of the others. 
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The most notable effect revealed by the plot is that fully developed children are apparently 


over-represented in Class 1.   This suggests the hypothesis that children in this class develop faster 
than those in other social classes, perhaps due to better nutrition, for example, or better living 
conditions generally. 


 
 


2.2.4 The calculation 
 
The next step is compute the row and column totals, thus: 


 
 
       Physical development 
               2        3          4  Totals: 
Class 
   1  16 28 58   102 
   2  22 25 34     81 
   3  13 12 14     39 
   4  23 34 39     96 
 


             Totals:    74 99 145   318 
 
 


Next we have to compute the expected value for each cell, using the formula:  
 


(Row total / Grand total) * Column total 
 
E.g. for the first cell of Row 1 (Class 1, Physical development 2): 
 


(Row 1 total / Grand total) * Column 1 total 
= 102/318 * 74 
= 0.32 * 74 
= 23.73 = 24 rounded to the nearest whole number. 


 
See Hoel (1976) p. 253 for a good explanation of why this method gives you the expected 


values (see ‘Recommended Reading’ below). 
 


The resulting table in this instance is as follows (expected values are in brackets): 
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                                                     Physical development 


                                                        2             3    4 Totals: 
                                 Class 


1    16(24)      28(32)  58(46)   102 


2    22(19)      25(25) 34(37)     81 


3    13(9)        12(12) 14(18)     39 


4    23(22)      34(30) 39(44)     96 


Totals:    74             99           145          318  


 


Now we have to apply the formula for the chi-square statistic: 


χ2  = ∑ [(O-E)2 / E] 


 where   O = the observed frequency in each category 


   E = the expected frequency in each category 


 and the summation is made over all categories. 


In this case this gives: 


χ2 = (16 - 24)2/24 + (28 - 32)2/32 + (58 - 46)2/46  
                 + (22 -19)2/19 + (25 - 25)2/25 + (34 - 37)2/37 
                 + (13-9)2/9 +   (12-12)2/12     + (14-18)2/18 
                + (23 - 22)2/22 + (34 - 30)2/30 + (39 - 44)2/44 
 
        = 2.67 + 0.50 + 3.13  
            + 0.47 +   0    +0.24  
             + 1.78 +   0    +0.89 
          + 0.05 + 0.53 + 0.57 
 
        = 10.83. 
 


Degrees of freedom = (No. of rows - l)(No. of columns - 1)  
                = (4-1)(3-1) 
                 = 6. 


 
For the test to be significant at the 0.05 level, given 6 degrees of freedom, the value for χ2 


has to be at least 12.59 (see Table VII on page 336 of Hoel, 1976, for example). Therefore we 
cannot reject the null hypothesis of no association between the two variables, parents' socio-
economic class and physical development. 


 
Conclusion: any effect in Class 1 as revealed by the plot is swamped by the lack of any 


effect elsewhere. 
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2.2.5 The further analysis: 
 


Amalgamating physical development stages 1-4, and recomputing the expected values for 
each of the new cells by the method described above, gives us the following contingency table: 
 
                                                            Physical development  
                                             Class 


1-4               5                   Totals: 
 


1 84(91)  18(11)  102 
2 72(72)    9(9)   81 
3 37(35)    2(4)   39 
4 90(85)    6(11)   96 
 


                                             Totals:    283                  35                   318 
 


Applying the formula: 
 
  χ2 = ∑ [(O-E)2 / E] 


 
    =  (84-91)2/91 + (18-11)2/11 
     + (72-72)2/72 +   (9-9)2/9 
     + (37-35)2/35 +   (2-4)2/4 
     + (90-85)2/85 + (6-11)2/11 
   = 0.538 + 4.454 + 0 + 0 + 0.114 + 1+ 0.294 + 2.27 
   = 8.67 


 
D.f. = (No. of rows - l)(No. of columns - 1) = 3 * 1 = 3. 


 
From a table of the χ2 distribution (e.g. Table VII on p.336 of Hoel, 1976), the critical 


values for χ2 with 3 degrees of freedom are 7.81 at the 0.05 level and 11.34 at the 0.01; so in the 
present case 0.01 < p < 0.05.   I.e. our result is significant at the 1 in 20 level. 
 


Conclusion from the test: there is a relationship between socio-economic status of the 
parents and physical development of the children, and we can reject the null hypothesis of no 
relationship. 
 
 
2.2.6  Explanation for the two differing conclusions: 
 


Reducing the number of cells in the second version of the test reduces the number of 
degrees of freedom, and hence the size of the χ2 value required to achieve significance. In other 
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words we have given ourselves fewer opportunities to pick up discrepancies between observed and 
expected frequencies, and so the chances of such deviations arising fortuitously are 
correspondingly diminished. 
 


We may also think of the difference between the two tests as follows: by amalgamating the 
first four categories of physical development we have counteracted the effect mentioned above, 
namely that the overrepresentation of Class 1 children in the highest category of physical 
development and the underrepresentation of Class 4 children in that same category was swamped 
by the lack of any deviation from expected values elsewhere in the table. 
 
 
2.2.7 The nature of the relationship observed in the second test: 
 


There appears to be a positive association between physical development and parental 
socio-economic status.   This effect is mainly expressed at the upper and lower extremes of the 
range, i.e. in Classes 1 and 4.   The effect is only apparent when physical development has reached 
its fullest potential. 
 


N.B. (1) To fulfil the instructions for the second test we have had to violate the requirement 
of >5 observations in each cell, thus illustrating that this is a practical desideratum, rather than an 
absolute numerical prerequisite.   One might comment on the fact that this requirement had been 
violated in answering the question, pointing out that any such violation is liable to reduce the 
validity of the test. 
 


N.B. (2) The format of this question - asking you to do one chi-square test, then collapse 
some cells and do another to compare with the first - is very characteristic of the chi-square 
questions that have appeared in the Oxford Psychology Prelims Statistics paper of recent years. 
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3. Summary of some key points about the chi-square test: 
 


 
 Suitable for categorical data: 


 
I.e. data that can be derived from a merely nominal measure (e.g. gender), though ordinal 
measures are also suitable. 
 
 


 
 Key concept: 


 
'contingency table' 
 
 


 
 Practical desideratum: 


 
at least 5 observations per cell 
 


 
 


 Two sorts of application: 
 
1. where expected values for cells are known (eg 'goodness-of-fit' tests) 
 
2. where expected values are not known (and therefore have to be worked out from the 
observed data, as in the example above) 
 


 
 


 Yatcs's Correction: 
 


Subtract 0.5 from each of the '(OE)' terms, before squaring, on the top line of the 
formula (see below, Section 4: 'Steps'). 
 


N.B. Yates's correction only applies when (a) dealing with a two-by-two table, and 
(b) when the numbers are small.   If in doubt, apply the formula with and without the 
correction and quote both results, commenting on any difference. (The χ2 value after the 
correction should always be smaller.) 


 10







 
 


4. Summary of steps in a chi-square test 
 
 


 Where expected values are not known: 
 


1. Draw up a contingency table of the observed values. 


2. (a) Compute the column totals. (b) Compute the row totals 


3. Assume the null hypothesis of no association between the two variables and 
work out the expected value for each cell under this hypothesis from the row and 
column totals. (This is done by applying the formula: Row total/grand total * 
column total.) 


 
4. Compute the value of chi-square from the formula: χ2 = ∑[(O-E)2 / E]. 


5. Work out the degrees of freedom: d.f. = (No. of rows - l) * (No. of columns - 1). 


6. Look up the relevant p-value in a table of the χ2 distribution (e.g. in Hoel, 1976, 
p. 336). 


 


 
 To test goodness-of-fit against known expected values: 


 
1.   Draw up a table with the following rows: 


(a) The possible values of x (the variable we are interested in) 


(b) The observed frequency for each value (O) 


(c) The expected frequency for each value (E) 


(d) (O-E)2 for each value 


(e) (O-E)2 / E for each value 


2.  Apply the chi-square formula (χ2 = ∑[(O-E)2 / E]) as for a test where Es were not         
known. 
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5. Recommended Reading: 
 
 


 Hoel, Paul G. (1976). Elementary Statistics (4th edition). New York: Wiley.  Chapter 
10. 


 
 


 OR: Spiegel, Murray R. (1992). Schaum’s Outline of Theory and Problems of 
Statistics (2nd  edition). New York: McGraw-Hill. Chapter 12.  


 
 


 OR: Howell, David C. (1997). Statistical Methods for Psychology (4th edition).  
London: Duxbury Press. Chapter 6. 


 
 


I recommend Hoel (1976) for this topic.   It is quite short, but covers all you need to 
know about the chi-square test for the Oxford Prelims statistics course.   Spiegel also 
covers the ground, but is rather condensed as usual, with a minimum of discursive 
discussion.   Howell contains considerably more than you need to know.   Hays2 is not 
recommended for this topic; it is too theoretical. 


 
 
 


                                                 
2 Hays, William L. (1994). Statistics (5th edition). Orlando, Florida: Harcourt Brace.  This is a book 
sometimes recommended in connection with the Oxford first-year statistics course. 
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Appendix A - Plot of Class and Development
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Appendix B 


 
How to recognise what type of test to do 


 
 


Type of 
measure 


Nature of data Examples Suitable tests 


 
Nominal 


 
Discontinuous/categorical,
having no regard for order 
 


 
Gender 
Eye-colour 


 
Non-parametric 
Chi-square 


 
Ordinal 


 
Discontinuous, but rank 
ordered 


 
Social class 
Extraversion 


 
Non-parametric 
Chi-square 
Parametric if 
plenty of ranks 
and normally 
distributed data 
 


 
Interval 


 
Truly quantitative and 
continuous, so intervals 
all equal; but zero point 
arbitrary 
 


 
Fahrenheit 
Centigrade 


 
Parametric 


 
Ratio 


 
Truly quantitative and 
continuous; intervals 
equal, and zero point not 
arbitrary, so, for example, 
a doubling of the measure 
obtained implies a 
doubling of the 
underlying quantity  
measured 
 


 
Kelvin 
Age 
Weight 
Height 
 


 
Parametric 


 
 


 
 
 
 
 


 14







Some other publications from OXFORD FORUM are shown below. 
For further information about each title please click on the image, 


which links to the relevant page on Amazon UK. 
 


Alternatively they can be obtained from: 


Blackwells Bookshop, Oxford (tel. 01865 792792) 


or direct from the distributors: 


Book Systems Plus, Linton (tel. 01223 894870)


 


 


          
 


          


  


 



http://www.amazon.co.uk/Human-Evasion-Celia-Green/dp/0953677249/ref=sr_1_4?ie=UTF8&s=books&qid=1197713911&sr=1-4

http://www.amazon.co.uk/Decline-Fall-Science-Celia-Green/dp/0900076062/ref=sr_1_7?ie=UTF8&s=books&qid=1197713990&sr=1-7

http://www.amazon.co.uk/Advice-Clever-Children-Celia-Green/dp/0953677222/ref=sr_1_3?ie=UTF8&s=books&qid=1197714043&sr=1-3

http://www.amazon.co.uk/Power-Life-Death-Coercion-Euthanasia/dp/0953677206/ref=sr_1_3?ie=UTF8&s=books&qid=1198259389&sr=1-3

http://www.amazon.co.uk/Lost-Cause-Analysis-Causation-Mind-body/dp/0953677214/ref=sr_1_20?ie=UTF8&s=books&qid=1197714237&sr=1-20

http://www.amazon.co.uk/Letters-Exile-Observations-Culture-Decline/dp/0953677230/ref=sr_1_8?ie=UTF8&s=books&qid=1197714169&sr=1-8

http://www.amazon.co.uk/Mediocracy-Inversions-Deceptions-Egalitarian-Culture/dp/0953677265/ref=sr_1_1?ie=UTF8&s=books&qid=1195646875&sr=1-1

http://www.amazon.co.uk/Perception-Hallucination-Continuity-Charles-McCreery/dp/0953677273/ref=sr_1_3?ie=UTF8&s=books&qid=1196957449&sr=1-3



		chisquare.pdf

		book ad page for website publications.pdf










 


ESRI 380 New York St., Redlands, CA 92373-8100, USA • TEL 909-793-2853 • FAX 909-793-5953 • E-MAIL info@esri.com • WEB www.esri.com 


 
 
 
 
 
 
 
 
 
 
 


 
 
 


 
 
 
 
 


ArcGIS™ Geostatistical Analyst:  
Statistical Tools for Data Exploration, Modeling, 


and Advanced Surface Generation 
 


An ESRI 
® White Paper • August 2001 







   


   


Copyright © 2001 ESRI 
All rights reserved. 
Printed in the United States of America. 
 
The information contained in this document is the exclusive property of ESRI.  This work is protected under United 
States copyright law and other international copyright treaties and conventions.  No part of this work may be 
reproduced or transmitted in any form or by any means, electronic or mechanical, including photocopying and 
recording, or by any information storage or retrieval system, except as expressly permitted in writing by ESRI.  All 
requests should be sent to Attention: Contracts Manager, ESRI, 380 New York Street, Redlands, CA 92373-8100, 
USA.   
 
The information contained in this document is subject to change without notice. 
 


U.S. GOVERNMENT RESTRICTED/LIMITED RIGHTS 
Any software, documentation, and/or data delivered hereunder is subject to the terms of the License Agreement.  In no 
event shall the U.S. Government acquire greater than RESTRICTED/LIMITED RIGHTS.  At a minimum, use, 
duplication, or disclosure by the U.S. Government is subject to restrictions as set forth in FAR §52.227-14 Alternates 
I, II, and III (JUN 1987); FAR §52.227-19 (JUN 1987) and/or FAR §12.211/12.212 (Commercial Technical 
Data/Computer Software); and DFARS §252.227-7015 (NOV 1995) (Technical Data) and/or DFARS §227.7202 
(Computer Software), as applicable.  Contractor/Manufacturer is ESRI, 380 New York Street, Redlands, CA 92373-
8100, USA. 
 
 
ESRI, ArcView, and the ESRI globe logo are trademarks of ESRI, registered in the United States and certain other 
countries; registration is pending in the European Community. ArcGIS, ArcInfo, ArcEditor, and ArcMap are 
trademarks and @esri.com and www.esri.com are service marks of ESRI. 
 
The names of other companies and products herein are trademarks or registered trademarks of their respective 
trademark owners. 
 


 



http://www.esri.com/





 
 
 


 
 


 
J-8647  


 
 


 
 


 


ESRI White Paper i 


ArcGIS Geostatistical Analyst:  
Statistical Tools for Data 
Exploration, Modeling, and 
Advanced Surface Generation 


An ESRI White Paper 
 
 
Contents Page 
 
1. Overview .......................................................................................  1 
 


What Does Geostatistical Analyst Do? ..........................................  2 
 


Who Uses Geostatistical Analyst? .................................................  2 
 


Why Use Geostatistical Analyst?...................................................  3 
Saves Lives...............................................................................  3 
Increases Efficiency ................................................................  4 
Multiple Tools for Data Representation...................................  4 
Exploratory Environment for Data Investigations ...................  4 
Wizard-Driven Interface for Fast Efficient Interpolation  
  Processes ................................................................................  5 
Perform Diagnostics.................................................................  5 
 


2. Using Geostatistical Analyst........................................................  5 
 


Working with the Data ...................................................................  5 
 


Represent the Data .........................................................................  6 
 


Explore the Data:  Exploratory Spatial Data Analysis...................  6 
 


Fit a Model (create a surface).........................................................  7 
Deterministic Methods .............................................................  7 
Geostatistical Methods .............................................................  8 







 
 
ArcGIS Geostatistical Analyst:  Statistical Tools for 
Data Exploration, Modeling, and Advanced Surface Generation 
 


 
 J-8647 


 
 


 
 


 


August 2001 ii 


Contents Page 
 


Kriging .....................................................................................  8 
Cokriging..................................................................................  9 
Output Surfaces ........................................................................  9 


 
Analytical Tools for Creating Surfaces ..........................................  10 


Investigation of Spatial Data Structure:  Variography.............  10 
Detrending Tools......................................................................  12 
Search Neighborhood Specification.........................................  13 
Data Transformations...............................................................  13 
Declustering Method ................................................................  14 
Bivariate Normal Distribution..................................................  14 


 
Perform Diagnostics.......................................................................  15 


Cross-Validation and Validation..............................................  15 
Model Comparison...................................................................  16 


 
Display Options..............................................................................  17 


Display Formats .......................................................................  17 
 
3. Conclusion.....................................................................................  18 
 


Data Used in Screen Shots .............................................................  18 
 







 
 
 


 
 


 
J-8647  


 
 


 
 


 


ESRI White Paper  


ArcGIS Geostatistical Analyst:  
Statistical Tools for Data 
Exploration, Modeling, and 
Advanced Surface Generation  
 


1.  Overview ESRI® ArcGIS™ Geostatistical Analyst is a new extension to ArcGIS 8.1 
(ArcInfo™, ArcEditor™, and ArcView®) that provides a dynamic  
environment to help solve such spatial problems as improving estimation 
temperature values, assessing environmental risks, or predicting the 
existence of any geophysical element.  Geostatistical Analyst provides a 
wide variety of tools for spatial data exploration, identification of data 
anomalies, evaluation of error in prediction surface models, statistical 
estimation, and optimal surface creation.  Geostatistical Analyst gives 
anyone with spatial data the freedom to investigate, visualize, and create 
surfaces using sophisticated statistical methods. 
 


 


Using a variety of exploratory 
spatial data analysis tools, the user 
can investigate the properties of 
ozone measurements taken at 
monitoring stations in the 
Carpathian Mountains. 


Investigate ozone levels. 


 
From analyzing severity of ozone air pollution to identifying soil contamination, 
Geostatistical Analyst can be used to create predictive surfaces for many different types 
of data.  By exploring the data, determining the best interpolation method, and by 
utilizing diagnostic techniques, one can successfully and easily create optimal 
interpolated surfaces that statistically represent the data.  Geostatistical Analyst can also 
provide additional statistical information that helps users assess the quality of their 
analysis using prediction standard error, probability, quantile, and standard error of 
indicator surfaces. 
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"…The inclusion of more spatial interpolative methods in ArcGIS is a huge feature.  
Now, to do powerful interpolations of data trends, ArcGIS users no longer have to deal 
with the preprocessing of data for export to another application…" 
 


Daniel M. Petrecca 
Senior Staff Hydrogeologist/GIS Specialist 
Langan Engineering and Environmental Services, Inc. 


 


 


The semivariogram/covariance 
dialog was used to fit a 
geostatistical prediction model to 
winter temperature data for the 
USA.  This model was then used to 
create the temperature distribution 
map. 


Analyze temperature data. 


 
What Does 


Geostatistical Analyst 
Do? 


Geostatistical Analyst determines the probability of certain variables occurring over an 
area where identifying every possible location would be impossible.  For example, in 
California, air quality monitoring stations are set up around the State.  These measure the 
amount of particulates in the air and how harmful they are to surrounding areas.   
Geostatistical Analyst can determine the approximate amount of particulates in the area 
of interest and can also determine where these particulates may be moving by creating an 
optimal interpolated surface.  Geostatistical Analyst provides a multitude of powerful 
interpolation methods with advanced analytical tools for generating optimal interpolated 
surfaces from discrete spatial data measurements. 
 


Who Uses 
Geostatistical Analyst? 


Geostatistical Analyst is a flexible software package that allows any user with spatially 
continuous data to explore and analyze their data using statistical tools and interpolate 
optimal surfaces.  Some of the various fields that utilize Geostatistical Analyst include 
environmental, agriculture, exploration, geology, meteorology, hydrology, archaeology, 
forestry, health care, mining, and real estate. 
 
"I work in the environmental side where our services include hydrogeologic, geologic, 
and geochemical characterizations and remedial investigations of contaminated or 
potentially contaminated properties.  Our clients include utilities, chemical companies, 
petroleum companies, and basically anyone that has been fortunate enough to have toxic 
substances on their site.  So, we use the Geostatistical Analyst to interpolate many things: 
 
! Site stratigraphy and geologic surfaces from borehole logs 
 
! Groundwater surfaces and flow from water elevation data 
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! Extent of contamination from chemical analysis of soil and water samples 
 
! Topography from spot elevations 
 
! Trends in other field data measurements (e.g., ground penetrating radar and 


electromagnetic metal detector data)" 
 
Daniel M. Petrecca 
Senior Staff Hydrogeologist/GIS Specialist 
Langan Engineering and Environmental Services, Inc. 
 


Why Use 
Geostatistical 


Analyst? 


Geostatistical Analyst creates statistical interpolated continuous surfaces from measured 
samples.  These surfaces represent a statistical estimation or prediction of where a certain 
phenomenon may occur.  From determining the impact of biohazard releases to 
identifying where a plant species may be thriving, Geostatistical Analyst provides unique  
interpolation tools for the user's predictive needs.  Not only are interpolated surfaces 
created, but also a wide range of analytical and exploratory tools are incorporated to 
extract useful information from the data.  Geostatistical Analyst provides a cost-effective, 
logical solution for analyzing a variety of data sets that would otherwise cost an 
enormous amount of time and money to accomplish.   
 


Saves Lives Geostatistical Analyst can assess potential environmental hazards by interpolating the 
possible flow and direction of radiation, air pollution, biohazard releases, aquifer  
contamination, and any potentially harmful waste that may be introduced into areas of 
human habitation.   
 
For example, Geostatistical Analyst was used to interpolate the intensity and direction of 
the hazardous radiation that resulted from the Chernobyl accident.  Cases of thyroid 
cancer, soil radionuclides, and food contamination were a few of the variables used to 
estimate the severity of the Chernobyl accident on the surrounding areas.   
 


 


This map illustrates predicted radioceasium 
soil contamination levels in the country of 
Belarus after the Chernobyl nuclear 
accident in 1994. 
 


Assess environmental impact predictions. 


 
Using Geostatistical Analyst, areas that have received environmental contamination can 
be identified to ultimately prevent exposure to health risks.   
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In this example, locations shown with 
darker colors indicate a probability 
greater than 62 percent that 
radioceasium contamination exceeds 
the upper permissible threshold for 
human comsumption in forest berries 
(a popular food source) in the southern 
part of Belarus in 1993. 


Calculate probabilities of exceeding environmental thresholds. 


 
Increases Efficiency Geostatistical Analyst provides users with the capability to predict optimal conditions for 


efficient and more reliable production.  For example, a corn farmer can utilize 
Geostatistical Analyst to determine why crop yields in a certain area of his farm are  
below potential.  Crop rotations, extra fertilizer, enhanced irrigation techniques, and so 
forth, can then be applied to the declining area.  Geostatistical Analyst provides cost-
effective interpolation methods for predicting and calculating areas of potential growth 
and/or areas of decline.   
 


  


By interpolating the amount of 
phosphorous in the soil throughout 
this farm in Illinois, the user can more 
effectively allocate fertilization for 
future crops. 


Assess agricultural productivity. 


 
Multiple Tools for 


Data Representation 
Geostatistical Analyst is an ArcMap  extension that enables the user to take full 
advantage of the multitude of visualization tools in ArcMap.  ArcMap enables users to 
create high-quality cartographic maps and explore and analyze data in order to make  
more effective decisions.  Visualization is particularly important when using 
Geostatistical Analyst because inferences about the data can be acquired for building 
better models and creating more accurate surfaces.   
 


Exploratory 
Environment for Data 


Investigations 


The more the user understands about the phenomenon being investigated the better the 
surface produced from the sample points will be.  Geostatistical Analyst provides a full 
suite of Exploratory Spatial Data Analysis (ESDA) tools to explore the data.  Each tool 
provides a view of the data in a separate window, and each tool is linked to each other  
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and with the map.  The ESDA tools allow the user to explore the distribution of the data, 
look for global trends in the data, identify local and global outliers, and understand the 
spatial structure in the data. 
 


Wizard-Driven 
Interface for Fast 


Efficient Interpolation 
Processes  


 


Geostatistical Analyst provides a wizard-driven environment that guides the user through 
the interpolation process.  By selecting the input data and the interpolation method and 
following the wizard instructions, a representative surface is created for the data.  It is 
recommended that the user first use the ESDA tools provided, which assist in assessing 
which interpolation model is best for the data.   
 


 "With Geostatistical Analyst, you get to adjust the 
interpolation methods and parameters and see a preview 
of the surface in real time as the changes are made in the 
wizard.  So, once the final methods and parameters are 
determined, the surface is created once as a layer."  


 
Daniel M. Petrecca 
Senior Staff Hydrogeologist/GIS Specialist 
Langan Engineering and Environmental Services, Inc. 


 
Perform Diagnostics After creating a prediction surface, it is important to identify how statistically sound the 


surface is.  Geostatistical Analyst provides cross-validation and validation tools that 
allow the user to evaluate the model and predictions that were used to create the surface.  
The tools quantify the statistical significance of the model and the model can be changed 
by refining the parameters.   
 
Geostatistical Analyst also provides the user with comparative tools for choosing the best 
interpolated surface for the data.  These tools are provided so that the user can quantify 
the predictions based on one model relative to another.  By visually analyzing the 
prediction errors of the different models, the optimal model can be utilized.   
 


2.  Using 
Geostatistical 


Analyst 


 


 
Working with the 


Data 
There are four basic steps to creating an interpolated surface.   


 
Represent the Data Explore the Data Fit a Model 


(create a surface) 
Perform Diagnostics 
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Represent the Data There are many different tools for visualizing the data, which provide a great deal of 
information before creating a surface.  By visualizing the data, useful information such as 
inferences from oceans, elevation, roads, and polygon edges can be acquired.  
Representing the data is a vital first step in assessing the validity of the data and 
identifying external factors that may ultimately play a role in the distribution of data.   
 


 


In this display we can notice 
that topographic and coastal 
influences could play a role in 
the severity of air pollution in 
California. 


 
Explore the Data:  


Exploratory Spatial 
Data Analysis 


The ESDA tools are designed to explore spatial data.  Visualizing the distribution of the 
data, looking for data trends, looking for global and local outliers, examining spatial 
autocorrelation, and understanding the covariation among multiple data sets are all useful 
tasks to perform on the data.  ESDA is a powerful set of exploratory tools for 
determining which interpolation method is appropriate for the data.  For example, an 
environmentalist may notice a global trend in the data caused by a drastic elevation 
difference in the trend analysis dialog box.  This user may lean toward utilizing the 
universal kriging method to account for this variation. 
 
The views in ESDA are selectively interactive within ArcMap.  Data selected or 
highlighted with these tools will also be selected or highlighted in the ArcMap display 
window.  This provides the user with a unique capability to visually interact with the data 
to better understand the relationships represented in the various displays. 
 


 


All of the ESDA graphs are dynamically linked with each other and the map. 


Examine Local Data 
Variability 


Examine Distribution 
Statistics 


Compare Data 
Distributions


Analyze Data 
Trends 


Analyze Spatial 
Data Distributions 
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Fit a Model 
(create a surface)  


Once the user has thoroughly explored the data for anomalies such as global and local 
outliers and data trends, Geostatistical Analyst provides a wizard that makes the  
interpolation process easy to complete.  A wide variety of interpolation methods for 
creating surfaces are available.   
 
There are two main groups of interpolation techniques, deterministic and geostatistical.  
The deterministic interpolation technique is used for creating surfaces from measured 
points based either on the extent of similarity (e.g., inverse distance weighted [IDW]) or 
the degree of smoothing (e.g., radial basis functions and global and local polynomials).  
The geostatistical interpolation technique is based on statistics and is used for more 
advanced prediction surface modeling that also includes errors or uncertainty of 
predictions.  For more information on the various interpolation methods provided, please 
see Chapters 5 and 6 in Using ArcGIS Geostatistical Analyst. 
 
Depending on the method, the following output surfaces can be produced:  prediction, 
prediction standard error (uncertainty), quantile, probability, or standard error of 
indicators.  Geostatistical Analyst gives the user full control over the parameters of the 
associated models and reliable defaults are provided. 


 
 
 
 
 
 
 


 


The geostatistical wizard guides the user through the interpolation process.  Standard options are shown and a wide variety of analytical tools, such 
as detrending, declustering, and transformations, are also included. 


 
Deterministic 


Methods 
The deterministic interpolation technique is used for creating surfaces from measured 
points based either on the extent of similarity (e.g., IDW) or the degree of smoothing 
(e.g., radial basis functions and global and local polynomials).   
 
! Inverse Distance Weighted 
! Global Polynomial  
! Local Polynomial  
! Radial Basis Functions   
 
Deterministic interpolation techniques can be divided into two groups:  global and local.  
Global techniques calculate predictions using the entire data set.  Local techniques 
calculate predictions from the measured points within specified neighborhoods, which are 


Geostatistical Wizards 


Standard Options


Choose Data 
and Method 


Choose Type of Output Surface
and Geostatistical Model 


Analyze Spatial
Data Structure Adjust Searching Neighborhood 


Diagnostic of Quality of 
the Prediction Summarize 
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smaller spatial areas within the larger study area.  Geostatistical Analyst provides the 
global polynomial as a global interpolator and the IDW, local polynomials, and radial 
basis functions as local interpolators.   
 
An interpolation can either force the resulting surface to pass through the data values or 
not.  An interpolation technique that predicts a value identical to the measured value at a 
sampled location is known as an exact interpolator.  An inexact interpolator predicts a 
value at a sampled location that is different from the measured value.  The latter can be 
used to avoid sharp peaks or troughs in the output surface.  IDW and radial basis 
functions are exact interpolators, while global and local polynomial are inexact.  A 
typical usage of a deterministic method might be a retail analyst that needs to determine 
the purchasing power of distant retail locations based on the proximity from the 
consumer's home.  By applying weights with the IDW method, this analyst may be able 
to effectively identify the optimal locations for retail stores. 
 


Geostatistical Methods The geostatistical interpolation technique is based on statistics and is used for more 
advanced prediction surface modeling that also includes errors or uncertainty of 
predictions. 
 
! Kriging and Cokriging 


• Algorithm 
♦ –Ordinary 
♦ –Simple 
♦ –Universal 
♦ –Indicator 
♦ –Probability  
♦ –Disjunctive 


! Output Surfaces 


• Prediction and prediction standard error 


• Quantile  


• Probability and standard error of indicators 
 


Kriging Geostatistical methods create surfaces incorporating the statistical properties of the 
measured data.  Because geostatistics is based on statistics, these methods produce  
not only prediction surfaces but also error or uncertainty surfaces, giving the user an 
indication of how good the predictions are. 
 
Kriging is divided into two distinct tasks:  quantifying the spatial structure of the data and 
producing a prediction.  Quantifying the spatial data structure, known as variography, is 
fitting a spatial-dependence model to the data.  To make a prediction for an unknown 
value for a specific location, kriging will use the fitted model from variography, the 
spatial data configuration, and the values of the measured sample points around the 
prediction location.  Geostatistical Analyst provides many tools to help determine which 
parameters to use, and defaults are also provided so that a surface can be created quickly.  
A typical usage of the kriging method might be an environmentalist who is sampling 
aquifers and identifies that a spatial correlation between sample points is apparent.  This 
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analyst may then use the probability kriging method to determine the likelihood of 
exceeding the critical arsenic level established by the Environmental Protection Agency. 
 
Many methods are associated with geostatistics but they are all in the kriging family.  
Ordinary, simple, universal, probability, indicator, and disjunctive kriging along with the 
multivariate versions in cokriging are available in Geostatistical Analyst.   
 
Kriging is a moderately quick interpolater that can be exact or smoothed depending on 
the measurement error model.  It is very flexible and allows the user to investigate graphs  
of spatial autocorrelation.  Kriging uses statistical models that allow a variety of map 
outputs including predictions, prediction standard errors, standard error of indicators, and 
probability.  The flexibility of kriging can require a lot of decision making.  Kriging 
assumes the data comes from a stationary stochastic process.  A stochastic process is a 
collection of random variables that are ordered in space and/or time such as elevation 
measurements.  Some methods, such as ordinary, simple, and universal kriging, assume 
normally distributed data.   
 


Cokriging Cokriging is the multivariate equivalent to kriging.  By using multiple data sets it is a 
very flexible interpolation method, allowing the user to investigate graphs of cross- 
correlation and autocorrelation.  The flexibility of cokriging requires the most decision 
making.  Cokriging can use either semivariograms or covariances.  It can use 
transformations and remove trends, and it can allow for measurement error in the same 
situations as for the various kriging methods. 
 


Output Surfaces There are four interpolation surfaces available with Geostatistical Analyst.  These are  
prediction, quantile, probability of exceeding thresholds, and errors of predictions.  These 
allow the user to analyze the data in a variety of ways.   
 
! Prediction map:  Produced from the interpolated values to display random variables 


at locations where data has not been collected. 
 
! Error of predictions map:  Produced from the standard errors of interpolated values 


or the standard error of interpolated indicator values to display the uncertainty of the 
predictions.   


 
! Quantile map:  Produced when the user specifies a probability and wants a map of 


the values where predictions exceed (or do not exceed) the values at the specified 
probability. 


 
! Probability map:  Produced when the user specifies a threshold and wants a map of 


probabilities that the values exceed (or do not exceed) the specified threshold.   
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Prediction Error of Predictions Quantile Probability 


    
Various Surfaces Produced Using Ordinary Kriging 


 
Analytical Tools for 


Creating Surfaces 
Geostatistical Analyst provides a wizard containing analytical tools to assist the analyst in 
determining the values for the parameters used in creating each surface type.  Some of 
these dialog boxes and tools are applicable to almost all interpolation methods  
such as specifying the search neighborhood, cross-validation, and validation.  Others are 
specific to the geostatistical methods (kriging and cokriging) such as modeling 
semivariograms, transformations, detrending, declustering, and checking for bivariate 
normal distributions. 
 


Investigation of 
Spatial Data 


Structure:  
Variography 


The semivariogram and covariance functions measure the strength of statistical 
correlation as a function of distance.  Geostatistical Analyst provides the user with a 
semivariogram/covariance preview.  This makes adjusting the parameters of the model, 
including anisotropy (see page 13) and modeling measurement errors, easier and more 
efficient.   
 
! The semivariogram displays the statistical correlation of nearby data points.  As the 


distance increases, the likelihood of these data points being related becomes smaller.   
 


 
The variance of the difference increases with distance, so the 
semivariogram can be thought of as a dissimilarity function. 
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! When two locations are close to each other, then we expect them to be similar and so 
their covariance will be large.  As the locations get farther apart, they become less 
similar and so their covariance becomes zero.   


 


 
The autocorrelation decreases with distance, so the covariance 
can be thought of as a similarity function. 


 
! Error Modeling. 
 
Regardless of the interpolation method there will always be some error in the analysis.  
This error can be influenced by many factors such as inaccurate base data, variation in 
physical properties of data samples, human error, and temporal changes between 
measurements.  All of these factors play a role in the severity of the measurement errors.  
Error modeling is used to minimize the effect of these measurement errors.  When 
measurement error is specified, kriging is an inexact interpolation technique.  Therefore, 
predictions in the measurement locations are different from the actual measurements.  
Geostatistical Analyst allows the analyst to adjust the measurement error to optimize the 
error model.  For coincidental data (multiple measurements at one location) Geostatistical 
Analyst can estimate measured variation for the user.  Three of the kriging methods—
ordinary, simple, and universal—allow the use of the measurement error model.    
 
! Cross-Covariance. 
 
Cross-covariance is the statistical tendency of variables of different types to vary in ways 
that are related to each other.  Positive cross-covariance occurs when both variables tend 
to be above their respective means together, and negative cross-covariance occurs if one 
variable tends to be above its mean when the other variable is below its mean.   
 
When the user has multiple data sets and wants to use cokriging, then the user needs to 
develop models for cross-covariance.   
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Identify spatial correlation between two data sets. 


Cross-covariance modeling is used 
to define the local characteristics of 
spatial correlation between two data 
sets and used to look for spatial 
shifts in cross-correlation between 
two data sets.  In this example, there 
is a strong spatial shift in the values 
of two data sets toward the west. 


 
! Anisotropy:  Directional semivariogram and covariance functions. 
 
Anisotropy is similar to global directional trends except that the cause of the directional 
influence is not usually known and it is modeled as a random error.  Anisotropy is a 
characteristic of a random process that shows higher autocorrelation in one direction than 
another.  Even without knowing the cause, anisotropic influences can be quantified and 
accounted for.   
 
An isotropic model reaches the level at which the semivariogram levels off (sill) at the 
same distance all directions.  However, with an anisotropic model, some directions reach 
the sill more rapidly than others. 
 


 


The yellow lines show the 
semivariogram models for many 
different directions.  The models 
are a theoretical "best fit" 
semivariogram model to the 
empirical semivariogram.  
Geostatistical Analyst 
automatically calculates the 
optimum parameters (e.g., the 
major range, minor range, and 
angle of direction) to account for 
the anisotropic influence. 


Identify directional influences. 


 
Detrending Tools Sometimes it is useful to remove a surface trend from the data and use kriging or 


cokriging on the detrended (residual) data.  For example, if an ozone data set has an  
overwhelming directional influence from easterly winds, the user may want to remove 
this trend for a better understanding of actual ozone levels in the area.  Detrending 
decomposes data into two components, a deterministic trend component and an 
autocorrelated random component.  Once the trend is removed, the user will carry out 







 
 


ArcGIS Geostatistical Analyst:  Statistical Tools for 
Data Exploration, Modeling, and Advanced Surface Generation 


 


 
J-8647 


 
 


 
 


 


ESRI White Paper 13 


kriging on the residuals.  Before the final predictions are actually calculated, the trend is 
added back to the output surface.   
 


 


Detrending decomposes the data into a 
deterministic trend component and an 
autocorrelated random component. 


Detrending 


 
Search Neighborhood 


Specification 
As the data locations become farther away from a location where the value is unknown, 
they may not be as useful when predicting the value at an unmeasured location.  At some 
distance, the points will have no correlation with the prediction location, and it is possible  
that they may even be located in an area much different than the unknown location.  
Therefore, it is common practice to specify a search neighborhood that limits the number 
and the configuration of the points that will be used in the predictions.  There are two 
controlling mechanisms to limit the points used, namely, specifying the shape of the 
neighborhood and establishing constraints on the points within and outside the shape. 
 


 


The points highlighted in the data view 
give an indicator of the weights (absolute 
value in percent) associated with each 
point located in the moving window.  The 
weights are used to estimate the value at 
the unknown location, which is at the 
center of the crosshair. 


Searching Neighborhood 


 
Data Transformations Transformations can be used to make the data more normally distributed and satisfy 


assumptions of constant variability.  Data transformations are performed before using  
some geostatistical methods such as disjunctive kriging and for maps that require the 
normality assumption.  Quantile and probability maps from simple, ordinary, and 
universal kriging methods require the normality assumption.  Geostatistical Analyst 
supports transformations including Box–Cox (also known as power transformations), 
logarithmic, arcsine, and normal score.   
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  Probability Density  
 


 


 Cumulative Distribution 
 


 
 Using transformations makes variances constant throughout the study area and makes the data more normally 


distributed. 


 
Declustering Method Oftentimes the data may have a high density of sample points near one another.  This 


may lead to a spatial preferentiality among the data points.  If data is preferentially  
sampled when it is spatially autocorrelated, the resulting histogram from the sample may 
not reflect the histogram of the population.  Therefore, the declustering method assigns 
higher weights to the less densely populated sample points and lower weights to the high 
density areas.   
 


 


In cell declustering, 
rectangular cells are arranged 
over the data locations in a 
grid, and the weight attached 
to each data location is 
inversely proportional to the 
number of data points in its 
cell.  By adjusting the grid 
size and orientation, the data 
points can be effectively 
declustered. 


Correct for spatial preferentiality. 


 
Bivariate Normal 


Distribution 
Disjunctive kriging requires that the data have a bivariate normal distribution.  A 
bivariate distribution describes relative frequencies of occurrence in the population of 
pairs of values.  Also, to develop probability and quantile maps using simple kriging,  
ordinary kriging, and universal kriging, the user can assume that the data comes from a 
full multivariate normal distribution.  By checking for bivariate normality, it is reasonable 
to assume that the data comes from a full multivariate normal distribution.   
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Bivariate Normal Distribution 
 


The darker line is the theoretical curve 
of indicator covariance assuming the 
data comes from a bivariate normal 
distribution, and the lighter line is fitted 
to the observed indicator data.  Thus, the 
darker line and the lighter line should be 
similar if the data has a bivariate normal 
distribution. 


 
Perform Diagnostics After creating a prediction surface, it is useful to recognize if the model is optimal for the 


data set in question.  Geostatistical Analyst provides cross-validation and validation tools  
that allow the analyst to evaluate the surface.  The tools quantify the "accuracy" of the 
model.  The user can either accept the model and its parameters or refine the parameters 
of the model to create a better surface. 
 


Cross-Validation and 
Validation 


Cross-validation and validation help the analyst make an informed decision as to which 
model provides the best predictions.  The calculated statistics serve as diagnostics that 
indicate whether the model and/or its associated parameter values are reasonable.   
 
Cross-validation and validation use the following idea—withhold one or more data 
locations and then predict their associated data using the data at the rest of the locations.  
In this way, the analyst can compare the predicted value to the observed value and from 
this, acquire useful information about some of the analyst's previous decisions on the 
kriging model (e.g., the semivariogram parameters, the searching neighborhood, and so 
on).   
 
! Cross-Validation 
 
Cross-validation uses all of the data to estimate the trend and autocorrelation models.  
Then it removes each data location, one at a time, and predicts the associated data value.  
For all points, cross-validation compares the measured and predicted values.  After 
completing cross-validation, some data locations may be set aside as unusual, requiring 
the trend and autocorrelation models to be refitted. 
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! Validation  
 
Validation uses part of the data to develop the trend and autocorrelation models to be 
used for prediction.  Then predictions to the known locations are compared with the 
measured data.  Validation checks whether a "protocol" of decisions is valid (for 
example, choice of semivariogram model, choice of lag size, and choice of search 
neighborhood).   
 
! Graphs and Summaries for Cross-Validation and Validation 
 
Geostatistical Analyst gives several graphs and summaries of the measurement values 
versus the predicted values.   
 


 
 
The Predicted plot has a blue fitted line through the scatter of points and an equation is 
given just below the plot.  The Error plot is the same as the prediction plot, except here 
the true values are subtracted from the predicted values.  For the Standardized Error 
plot, the true values are subtracted from the predicted values and then divided by the 
estimated kriging standard errors.  All three of these plots help to show how well kriging 
is predicting.  With autocorrelation and a good kriging model, the blue line should be 
closer to the 1:1 (black dashed) line.   
 
The QQPlot shows the quantiles of the difference between the standardized errors and 
the corresponding quantiles from a standard normal distribution.  If the errors of the 
predictions from their true values are normally distributed, the points should lie roughly 
along the dashed line.  If the errors are normally distributed, the user can be confident of 
using methods that rely on normality (e.g., quantile maps in ordinary kriging). 
 


Model Comparison  A Comparison dialog box uses the cross-validation technique and allows the analyst to 
examine the statistics and the plots side by side.  Generally, the best model is the one that 
has the standardized mean nearest to zero, the smallest root-mean-squared prediction 
error, the average standard error nearest the root-mean-squared prediction error, and the 
standardized root-mean-squared prediction error nearest to one. 
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The comparison dialog box allows the user to examine statistics and plots of 
different models side by side. 


 
Display Options A geostatistical layer's functionality is similar to all ArcMap layers.  The user can add it 


to ArcMap, remove it, display it, and alter the symbology in countless ways.  However, a  
geostatistical layer differs from other layers because of the way it is created and stored.  
A geostatistical layer can only be created by Geostatistical Analyst.  Most ArcMap layer 
types store the reference to the data source, the symbology for displaying the layer, and 
other defining characteristics.  A geostatistical layer stores the source of the data from 
which it was created (usually a point feature layer), the symbology, and other defining 
characteristics, but it also stores the model parameters from the interpolation, which can 
be refined at any time.  From the Properties dialog for a geostatistical layer, the user can 
view both the original data source and the model parameters. 
 
Not only can the user identify the source of the input points and the model parameters, 
but the user can also retrieve general information with the general tab, see and alter the 
layer's map extent with the extent tab, change the symbology with the symbology tab, 
and set the transparency and whether to show map tips with the display tab. 
 


Display Formats A geostatistical layer can be viewed in four different formats:  filled contours, contours, 
grid, or hillshade.  The analyst can also combine multiple formats in a single display of 
the layer to achieve various effects.  A full range of symbology and controlling  
parameters exists for each format. 
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 Combination of Contours, Filled Contours, and Hillshade 
 


 
 


3.  Conclusion Geostatistical Analyst is much more than a surface creation software package.  
Geostatistical Analyst is a revolutionary technology that provides a dynamic   
environment with a wide variety of tools and a friendly wizard interface to explore data, 
analyze anomalies, and optimally display an interpolated surface with associated 
uncertainties.  Geostatistical Analyst gives the user the power to fully understand the 
qualitative and quantitative aspects of their data.  By providing the user with the freedom 
to statistically predict and model situations and incorporating powerful exploration and 
visualization tools, Geostatistical Analyst effectively bridges the gap between 
geostatistics and GIS. 
 


Data Used in 
Screen Shots 


! Agriculture data was provided by the University of Illinois. 
 
! Radioceasium forest berry contamination data was provided by the Institute of 


radiation safety "BELRAD", Minsk, Belarus. 
 
! Air quality data was provided by the California Environmental Protection Agency, 


Air Resource Board. 
 
! Carpathian Mountains data was provided by the USDA Forest Service, Riverside, 


California. 
 







 
 


ArcGIS Geostatistical Analyst:  Statistical Tools for 
Data Exploration, Modeling, and Advanced Surface Generation 


 


 
J-8647 


 
 


 
 


 


ESRI White Paper 19 


! Radioceasium soil contamination data was provided by the International Sakharov 
Environmental University, Minsk, Belarus. 
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Statistical Tools and Models for Data Exploration, 
Modeling, and Probabilistic Mapping


ArcGIS® Geostatistical Analyst







ArcGIS® Geostatistical Analyst is an extension 
to the ArcGIS Desktop products (ArcView®, 
ArcEditor™, ArcInfo®) that provides a powerful 
suite of tools for spatial data exploration 
and surface generation using sophisticated 
statistical methods. ArcGIS Geostatistical 
Analyst allows you to create a surface from 
data measurements occurring over an area 
where collecting information for every possible 
location would be impossible. In addition, 
ArcGIS Geostatistical Analyst gives you the 
power to fully understand the qualitative and 
quantitative aspects of your data. By providing 
you with the freedom to predict and model 
spatial phenomena based on statistics and 
incorporating powerful exploration tools, 
ArcGIS Geostatistical Analyst effectively bridges 
the gap between geostatistics and geographic 
information system (GIS) analysis.


ArcGIS Geostatistical Analyst Can Help 
Solve Complex Real-World Problems in 
Many Industries.


ArcGIS Geostatistical Analyst provides a cost-effective, logi-
cal solution for analyzing a variety of datasets that would 
otherwise cost an enormous amount of time and money to 
accomplish. From identifying variation in natural phe-
nomena to assessing possible environmental risks, ArcGIS 
Geostatistical Analyst gives anyone with spatial data mea-
surements the freedom to investigate, visualize, and create 
surfaces for advanced spatial analysis. Some of the fi elds 
that benefi t from ArcGIS Geostatistical Analyst include


•  Agriculture production


•  Archaeology 


•  Environmental protection 


•  Exploration geology


•  Forestry


•  Health care 


•  Hydrology 


•  Meteorology


•  Mining


•  Real estate 


ArcGIS® Geostatistical Analyst:  Statistical Tools and Models 
for Data Exploration, Modeling, and Probabilistic Mapping


Examine water depths.
Credit: NOAA


Identify weather patterns.
Credit: MSHCP


“The inclusion of more spatial interpolative methods in ArcGIS is a huge feature. 
Now, to do powerful interpolations of data trends, ArcGIS users no longer have to 
deal with the preprocessing of data for export to another application.”


  Daniel M. Petrecca
  Senior Staff Hydrogeologist/GIS Specialist


Langan Engineering and Environmental Services, Inc.California data on cover courtesy of California Environmental Protection Agency Air Resources Board


Assess potential migration patterns.
Credit: USDA







Examine distribution statistics.


Analyze 
spatial 


data 
distribution.


Examine local data variability.Compare data distributions. Identify global trends.


Exploratory Spatial Data Analysis


All of the ESDA graphs are dynamically linked to each other and the map.


ArcGIS Geostatistical Analyst provides exploratory spatial data 
analysis (ESDA) tools that help you better visualize and analyze 
your data using statistical methods. The ESDA environment 
consists of a series of tools, each allowing a view into the data. 
Each view is interconnected with all other views as well as with 
the ArcGIS ArcMap™ application. In addition, each view can be 
manipulated and explored, allowing different insights into the 


data such as the distribution of the data, global and local outliers, 
global trends, spatial autocorrelation, and covariation among multiple 
datasets.


ESDA enables you to gain a deeper understanding of the phenom-
ena you are investigating so you can make better decisions on issues 
related to your data.


Credit: DTN


Maximum Temperature Measurements







Advanced Surface Creation with a Wizard Interface


Inverse Distance Weighted


“Using ArcGIS Geostatistical Analyst, I can refi ne the kriging equations 
and examine the effects of different parameters on the output surfaces. 
The ability to directly compare various output surfaces using semivari-
ance/covariance graphs, predicted vs. measured, and Q-Q is invalu-
able. The many tools in ArcGIS Geostatistical Analyst allow me to 
determine which surface is the best interpolation of the data.”


Terri Arnold
Cartographer, GIS Specialist


Geostatistical


Local Polynomial


Global Polynomial


ArcGIS Geostatistical Analyst provides you with a variety of interpolation meth-
ods for the creation of an optimal interpolated surface from your data. A friendly 
wizard helps you through the interpolation process. There are two main group-
ings of interpolation techniques: deterministic and geostatistical. Deterministic 
interpolation techniques are used for creating surfaces from measured points 
based on either the extent of similarity (e.g., inverse distance weighted) or the 
degree of smoothing (e.g., radial basis functions). Geostatistical interpolation 
techniques are based on statistics and are used for more advanced prediction 
surface modeling, which also includes error or uncertainty of predictions.


Universal Kriging


Deterministic


Likelihood of 
Environmental
Contamination


Ordinary Kriging


Disjunctive Kriging


Credit: BELRAD







Investigate the severity of aquifer contamination.
Credit: BGS


Locate mineral deposits.


In addition to maps of prediction 
uncertainties, ArcGIS Geostatistical Analyst 
provides validation and cross-validation 
tools that allow you to evaluate the model 
and predictions. The tools quantify the 
accuracy of the model; you can either 
accept the model and its parameters or 
you can change the model and refi ne the 
parameters to create a better surface.


You can also compare models after the 
surface is created to ensure the optimal 
model was chosen.


Diagnostics and Comparison of Prediction Models


For more information, 
visit ESRI’s Web site at 


www.esri.com/geostatisticalanalyst.


Validate your predictions.


Compare models.


Credits


BELRAD Radioceasium forest berry contamination data was provided by the Institute of Radiation Safety (BELRAD), Minsk, Belarus.


BGS The Bangladesh water contamination data was provided by the Bristish Geological Survey and the Department of Public


Health Engineering (Bangladesh), undertaking a project funded by the UK Department for International Development (DFID).


CEPA Air quality data was provided by the California Environmental Protection Agency Air Resources Board.


DTN Weather data was provided by DTN Weather Services LLC.


ISEU Radioceasium soil contamination data was provided by the International Sakharov Environmental University, Minsk, Belarus.


MSHCP Bird location data was provided by the Western Riverside County MSHCP.


NOAA Bathymetric data was provided by the National Oceanic and Atmospheric Administration.


U of I Agriculture data was provided by the University of Illinois. 


USDA Carpathian Mountains data was provided by the USDA Forest Service, Riverside, California.
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Optimizing a Sampling Network
Automating the Use of Geostatistical Tools for Lake Tahoe Area Study
By Witold Fraczek, ESRI Application Prototype Lab, and Andrzej Bytnerowicz, USDA Forest Service


A reference relief map showing the terrain 
surrounding Lake Tahoe. The original 
ozone monitoring station locations used 
to study air pollution in the area are indi-
cated with red markers. 


Editor’s note: This article describes how pow-
erful analysis tools in the ArcGIS Geostatistical 
Analyst 9.2 extension were applied in a study 
of air quality degradation around Lake Tahoe, 
a resort destination located on the California/
Nevada border. As part of the study, a model 
to optimize the monitoring network by locating 
additional monitoring stations was built using 
ModelBuilder. An accompanying article, “Mak-
ing Effective Use of Geostatistics,” introduces 
this class of statistics. 


About the Study
The transparency and purity of Lake Tahoe’s wa-
ter has been deteriorating since the 1950s, partial-
ly due to increased deposition of nitrogenous air 
pollutants. Forests in the Lake Tahoe watershed 
have also suffered from stresses such as drought, 
overstocking, and elevated concentrations of 
phytotoxic air pollutants, mainly ozone.
 Ozone, one of the most damaging air pollut-
ants, has strong toxic effects on human health 
and vegetation and is most indicative of photo-
chemical smog. 
 One of the main questions for scientists and 
forest managers in this area is whether air pollu-
tion (specifically ozone) is generated locally or 
is migrating with the prevailing westerly winds 
from California’s Central Valley, an area  known 
for high levels of air pollution. A study to de-
termine the origin of ozone found in the vicin-
ity of Lake Tahoe was undertaken by the Forest 
Service and ESRI. Initially, ambient ozone con-
centrations were measured using a network of 
31 sampling stations established by the United 
States Department of Agriculture (USDA) For-
est Service Pacific Southwest Research Station 
scientists from the Riverside Fire Laboratory in 
Riverside, California.


Looking at the Original Network
Knowledge of the central Sierra Nevada Moun-
tains, both the general patterns of ozone dis-
tribution and the westerly wind pattern in this 
area, led to the positioning of several monitor-
ing points on the western slopes of these moun-
tains. Most monitoring stations were located 
inside the Lake Tahoe Basin.


Right: An ozone concentra-
tion prediction map showing 
the west–east trend in ozone 
concentration.
 Three elevation transects were 
set to measure ozone concentra-
tion at different altitudes to learn 
if these concentrations could be 
correlated with elevation.
 Prediction maps of ozone con-
centration were generated using 
Geostatistical Analyst. Because 
no strong correlation was de-
tected between ozone and elevation, cokriging 
could not be applied. Most maps of ozone con-
centration showed a noticeable trend. The main 
range of the Sierra Nevada Mountains apparent-
ly blocks the transport of ozone from the Cen-
tral Valley, located to the west of the study area. 
This helps explain why no correlation between 
ozone concentration and elevation was detected. 
Monitoring stations located at similar elevations 


but on opposite sides of the main range reported 
significantly different ozone values.


Looking at Error
A map of prediction standard error was created 
using the same kriging method and parameters 
that were used to generate ozone prediction maps. 
The bright yellow colors indicated areas where the 
prediction standard error for the existing network 







of 31 monitoring stations was low or, to state it 
another way, the level of confidence in the results 
was high. Dark brown was used to symbolize ar-
eas of low confidence. 
 No prediction is certain and every mea-
surement is subject to error. It is necessary to 
analyze the prediction standard error surface 
to understand the reliability of the results. Esti-
mating the critical value of the standard error is 
beyond the scope of this article. It is sufficient 
to say that, since geostatistical surfaces are con-
tinuous, setting a precise value for a threshold 
for the certainty/uncertainty of a prediction, 
though highly desirable, was not feasible, as it 
depended on many potential contributing fac-
tors. Typically, a transitional zone of disputed/
conditional reliability is determined. To exam-
ine the reliability of the established monitoring 
network’s results, a threshold value was care-
fully estimated and it was determined that only 
63 percent of the study area was estimated with 
reliable accuracy.


Above right: The prediction standard error map generated with ordinary kriging shows surfaces of prediction uncertainty classified into 
10 categories with initial monitoring stations labeled. Bottom: The study area with the forested area surrounding Lake Tahoe. The initial 
31-station network did not adequately cover this area.







This prediction map of ozone concentrations 
was made using ordinary kriging and soft-
ware default values. 


To create a more reliable surface, trend and 
error modeling were added.


After evaluating the reliability of the surface, 
it was clear that more sampling points were 
needed.


The increase in the yellow areas indicates 
that adding six monitoring stations has made 
the network more reliable.


The output geostatistical surfaces of pre-
diction standard error generated by the 
model were converted into rasters with the 
same color schema and displayed with the 
forest area.


The surface of prediction standard error 
based on 37 sampling points was consider-
ably brighter, signifying that the prediction of 
ozone concentration based on the enhanced 
network would be more reliable.


The locations of the additional stations are in-
dicated in cyan.


The prediction standard error surface based 
on a network of 37 points is much brighter 
and more reliable.







Making the Network More Reliable
Because the reliability of geostatistical analysis 
depends on having a sufficient number of appro-
priately distributed sampling stations, monitoring 
activities commonly encounter problems caused 
by networks of sampling points that are not suf-
ficiently dense. 
 GIS can be applied to optimize a monitor-
ing network. In this case, it was used to im-
prove the reliability of the ozone concentration 
predictions. Models of ozone concentration and 
models of prediction standard error of ozone 
concentration were generated to determine lo-
cations where new sampling stations were most 
needed. These stations could be added until the 
surface of prediction standard error for the entire 
study area was below a given threshold or until 
the project budget was exhausted—whichever 
came first. 
 This article provides an overview of how 
Geostatistical Analyst was applied to that 
end rather than a detailed description of each 
step taken. The initial network of 31 points 
was improved using a model that was created 
in ModelBuilder. This Automated Network 
Densifier model incorporated new options in 
Geostatistical Analyst that were introduced with 
ArcGIS Desktop 9.2. 
 Two ozone prediction maps were generated 
and compared. The methods and parameters used 
to generate the one with higher accuracy were ap-


plied to create maps of prediction standard error. 
Several supplemental points were sequentially 
added to the network at the locations showing 
the lowest reliability. To graphically demonstrate 
the increasing trustworthiness of the predictions, 
based on the growing number of monitoring sites, 
maps of the variability of the prediction standard 
error used the same color symbology. 


Using the Default Parameters
The study used ozone concentrations obtained 
for the month of July because during that month 
ozone concentrations are usually highly elevat-
ed and have greater potential for both harmful 
health effects and damage to forest vegetation. 
 Using the Geostatistical Wizard, a tool in 
Geostatistical Analyst that leads users through the 
process of creating a statistically valid surface, a 
prediction map was created for the ozone concen-
tration. It was generated by applying the default 
options for ordinary kriging. The resulting map 
indicated that the spatial distribution of ozone in 
July over the study area had a west–east trend 
(i.e., a high concentration in the west, a low con-
centration in the east, and continuously changing 
intermediate concentrations in between).
 While the map generated using default values 
was acceptable, it is always more desirable to pro-
duce  distribution maps of a given phenomenon 
as accurately as possible. Geostatistical Analyst 
has many methods and options. Expertise and 


experience are required for optimally generat-
ing a more reliable geostatistical surface. It is 
necessary to customize methods and parameters 
for each dataset to create a surface more reliable 
than the one generated by default values.


Modifying Default Parameters
For the ozone dataset, the following kriging pa-
rameters were applied.
n Const option of the order of trend removal 


was set to 67 percent Global.
n The Smooth option was used to make the ap-


pearance of the output map look smoother.
n The Nugget effect value was reduced to 15.
n The Major Range was set to 40,000.
n The Error Modeling slider for measurement 


error was set to 50 percent.
 The new layer generated from these param-
eters was named Kriging with trend and error 
modeling. The resulting surface was smoother, 
yet more detailed. It showed more features of 
ozone distribution in addition to those generated 
using only the default parameters. 
 Despite noticeable differences, the Kriging 
with trend and error modeling surface visually 
resembled the previous one. Which surface was 
more reliable? Geostatistical Analyst has spe-
cial tools that help the user select the best sur-
face. These tools are accessed by right-clicking 
the newly generated geostatistical surface in the 
table of contents and selecting Compare from 
the context menu.


The Cross Validation Comparison dialog box compares five parameters of prediction errors.







Performing Diagnostics
The Cross Validation Comparison dialog box 
compares five prediction error parameters. All 
error parameters, with the exception of the Root-
Mean-Square Standardized, should be as close 
to 0 as possible for the most accurate output. For 
the Root-Mean-Square Standardized parameter, 
the result should be close to 1. In this example, 
four out of five of the error parameters indicated 
that the surface created by applying both trend 
and error modeling was more accurate. The 
most critical indicator of prediction accuracy, 
Root-Mean-Square Standardized, also indicated 
that the surface created using trend and error 
modeling was the winner. Obviously, additional 
prediction standard error surfaces could be gen-
erated using different sets of parameters. 
 After selecting the most accurate surface, the 
spatial distribution of the reliability of that layer 
(or in other words, the levels of uncertainty in 
the generated surface of ozone concentration) 
can be determined by creating a prediction stan-
dard error map. This map was generated using 
exactly the same parameters that were used for 
the latest prediction map. From the Method 
Summary interface, the methods and parame-
ters that were used to generate the most accurate 
geostatistical surface were saved to an XML 
file for use later in the process. The same sym-
bology was used—bright yellow color for the 
areas of highest reliability and dark brown for 
areas of lowest reliability. This prediction map 
showed that areas at the map edges and in the 
central part of the study area had low prediction 
reliability. 
 To improve the reliability of the ozone dis-
tribution surface and determine whether there 
was a significant ozone-generating source in the 
vicinity of Lake Tahoe, more sampling points 
were needed. The project’s budget allowed for 
six additional measurement stations for the next 
season. Locations of new monitoring points 
were chosen to improve the overall reliability 
of the geostatistical interpolation by sampling at 
the locations within the study area where reli-
ability was the lowest. In addition, all supple-
mental points had to be located within the for-
ested portion of the study area. 
 Locations for the new points could be se-
lected manually in ArcMap based on the cri-
teria previously stipulated. Alternatively, 
locations could be selected using an automated 
method—a model. Part of the ArcGIS geopro-
cessing framework, ModelBuilder provides a 
graphic environment for creating, running, and 
saving models. Introducing a model would re-
duce subjectivity, make the selection of the pro-
spective locations reproducible, and make the 
rules transparent. 
 The Automated Network Densifier model 
created for this project generated an enhanced 
monitoring network by adding supplemental 
points at the locations where they were most 
needed to reduce the overall prediction uncer-
tainty. The prediction standard error geostatisti-
cal surface, the input data for the model, was 


The Automated 
Network Densifier 
Model 
The model converts 
the two geostatistical 
surfaces to the grid 
raster format and clips 
both to the geograph-
ic extent of the study 
area. The maximum 
value on the standard 
error of prediction 
grid is found, and that 
cell is converted into 
a point shapefile with 
a single feature and 
the value of the ozone 
concentration as its 
attribute. This is the 
optimal point for
adding a station.


In the next iteration, 
this feature is ap-
pended to the original 
sampling network 
shapefile and a new 
geostatistical layer of 
prediction standard 
error is generated 
from the original 
31 stations plus the 
new stations. The 
XML file containing 
the initial prediction 
standard error surface 
parameters is used 
to generate each 
iteration. The process 
is repeated to iden-
tify as many network 
sampling locations as 
desired.


In addition to five 
input datasets and 
18 utilized functions, 
the model consists 
of two precondi-
tions. First, since the 
ozone concentration 
geostatistical layer is 
not changed during 
the workflow, it is 
converted into a grid 
only during the first 
iteration. Second, only 
the last output grid of 
prediction standard 
error is converted into 
isolines of equal values 
of prediction standard 
error (contours). 







updated at each iteration as the model appended 
one additional sampling point to the current 
monitoring network. The model could be run 
once to indicate where the most crucial miss-
ing point was located. It could also be run for 
a specified number of iterations to generate as 
many additional points as the project’s budget 
allowed or until a variable was no longer equal 
to a predetermined condition. For example, it 
could be run until the maximum standard error 
of prediction for the study area was less than the 
largest acceptable potential error of prediction. 
The new points were sequentially placed at the 
location of the largest current potential standard 
error of prediction. 
 The Automated Network Densifier model 
takes five input data layers:
n The established monitoring network of 


31 sites (as a shapefile)
n The geostatistical surface of ozone concen-


tration that is based on the 31 original ozone 
monitoring sites


n The geostatistical surface of prediction 
standard error that is based on the original  
31 monitoring sites


n The XML file containing the methods and 
parameters used to create the prediction 
standard error geostatistical layer originally 
selected


n The forested area at the vicinity of Lake Tahoe 
that constitutes the study area (as a grid file)


 This model does not account for proximity 
to roads or access restrictions because adequate 
data for these factors was not available. As-


Classification using Geometrical Interval is now available.


suming the project budget allows for several 
monitoring stations to supplement the initial 
network, six iterations of the model were run 
and the locations for six new sampling stations 
were determined. The geostatistical surface of 
the standard error of prediction resulting from 
the sixth iteration was displayed together with 
the relevant vector version of the isolines of pre-
diction standard error. 
 The points added to the network can be more 
easily seen by turning off the newly created lay-
ers in the table of contents and looking for the 
discrepancies between the geostatistical layer 
and the isolines of prediction trust. Because the 
supplemental points had to be located within 
the forested area, displaying the forested area 
grid as a semitransparent green polygon made 
it easier to understand why these locations were 
chosen. 
 As expected, increasing the density of the 
monitoring network decreased the standard er-
ror of prediction for the entire study area. To 
better measure the increase in reliability caused 
by adding supplemental stations, the output 
geostatistical surfaces of prediction standard er-
ror generated by the model were converted into 
rasters with the same color schema. 
 In ArcGIS 9.2, users can now apply the Geo-
metrical Interval classification to both rasters and 
geostatistical surfaces simply by right-clicking 
on the layer, choosing Properties > Symbology, 
and using the Classification option to change 
the classification to Geometric Interval. This 
method was applied to the output grid from the 


final iteration of the Automated Network Densi-
fier model with the number of classes set to 10 
and a yellow to dark red color ramp. 
 Comparing the prediction standard error sur-
face generated based on the initial 31 stations 
with the surface that used all 37 stations illus-
trated how the level of certainty of the predic-
tion improved when the final grid was rendered 
using the same color symbology. The prediction 
standard error based on the original number of 
stations was displayed with the additional sta-
tions. The surface of prediction standard error 
based on 37 sampling points was considerably 
brighter, signifying that the prediction of ozone 
concentration based on the enhanced network 
would be more reliable. Without going into nu-
merical details, the network of 37 stations can 
provide enough sampling data to significantly 
improve the trustworthiness of prediction over 
the entire study area. Whether the six additional 
stations for this network were sufficient to meet 
a minimum acceptable threshold of reliability is 
beyond the scope of this article. 
 The final result seems to confirm that the Au-
tomated Network Densifier model can improve 
the network design process during the second 
stage of sequential sampling. The proposed 
method appends the supplemental sites in a rea-
sonable manner. It adds new points where they 
are most effective in enhancing reliability. With 
the model, as each new point is added, the im-
provement in the network can be observed.







Making Effective Use of Geostatistics


Geostatistics is a branch of science that applies statistical methods to spatial interpolation. Al-
though geostatistics was developed independently of GIS, it has become an integral part of GIS. 
Without a computer and GIS mapping ability, it wouldn’t be known outside a small group of geo-
statistical gurus. Just as one does not have to be a GIS expert to use GIS, one doesn’t need to be 
a geostatistician to make effective use of geostatistics. Meteorologists, soil scientists, geologists, 
oceanographers, foresters, and other scientists can benefit from using appropriate geostatistical 
methods. 
 The functionality of geostatistics is applicable when the studied phenomena are regionalized 
variables that fall between random and deterministic variables. The geographic distribution of 
regionalized variables cannot be mathematically described as deterministic; yet the distribution 
of intensity of those phenomena is not random. Most of the natural phenomena that take place 
in the atmosphere, seawater, or soil meet the criteria of this category. The distribution of air tem-
perature, the salinity of an ocean, soil moisture, or ore deposit concentrations in a geologic layer 
are examples of regionalized variables. Even though they don’t represent truly natural phenomena, 
crop yield prediction and air pollution might also be subjects for geostatistical analysis.
 It is not practical or possible to make exhaustive real-world observations so sampling is used 
for these analyses. The ultimate goal of sampling is to get a good representation of the phenom-
enon under study. Spatial sampling is an important consideration in environmental studies be-
cause sample configuration influences the reliability, effectiveness, and cost of a survey. Intensive 
sampling is expensive but gives a precise picture of spatial variability for a given phenomenon. 
However, sparse sampling is less expensive but may miss significant spatial features. Practical 
sampling constraints and the availability of existing information can enhance the development of 
a sampling scheme. 
 To ensure a high level of confidence in the results of any geostatistical interpolation, it is impor-
tant to have a sufficient number of well-distributed sampling stations in the monitoring network. 
How many stations are sufficient and how can their distribution be optimized? GIS, and particularly 
the ArcGIS Geostatistical Analyst extension, can help answer this question. 
 One technique used to design an optimal sampling network for a regionalized variable, such as 
air pollution, is sequential sampling. Sequential sampling is based on extended knowledge of the 
area to be sampled and expertise in the factors controlling the distribution of a regionalized vari-
able. Familiarity with the terrain and the phenomena should inform the initial choice of site for the 
sampling network. The results of this preliminary study are used to optimize the scheme by adding 
new sampling points both in areas having the lowest reliability and in possible hot spot areas (e.g., 
areas of maximum concentration, high variability, or uncertain measurements).
 The kriging interpolator is considered the most sophisticated and accurate way to determine 
the intensity of a phenomenon at unmeasured locations. Kriging weights surrounding measured 
values are based not only on the distance between measured points and the prediction location 
but also on the overall spatial arrangement of the measured points. Except for generating an esti-
mated prediction, kriging can provide a measure of an error, or uncertainty of the estimated sur-
face. Since the estimation variances can be mapped, a confidence placed in the estimates can be 
calculated and their spatial distribution can be presented on a map to assist in the decision-making 
process. The prediction standard error maps show a distribution of a square root of a prediction 
variance, which is a variation associated with differences between the measured and calculated 
values. The prediction standard error quantifies an uncertainty of a prediction. 
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Abstract. Prediction of streamflow at ungauged catchments
requires transfer of hydrologic information (e.g., model
parameters, hydrologic indices, streamflow values) from
gauged (donor) to ungauged (receiver) catchments. A com-
mon metric used for the selection of ideal donor catchments
is the spatial proximity between donor and receiver catch-
ments. However, it is not clear whether information trans-
fer among nearby catchments is suitable across a wide range
of climatic and geographic regions. We examine this issue
using the data from 756 catchments within the continen-
tal United States. Each catchment is considered ungauged
in turn and daily streamflow is simulated through distance-
based interpolation of streamflows from neighboring catch-
ments. Results show that distinct geographic regions exist in
US where transfer of streamflow values from nearby catch-
ments is useful for retrospective prediction of daily stream-
flow at ungauged catchments. Specifically, the high pre-
dictability catchments (Nash-Sutcliffe efficiency NS> 0.7)
are confined to the Appalachian Mountains in eastern US, the
Rocky Mountains, and the Cascade Mountains in the Pacific
Northwest. Low predictability catchments (NS< 0.3) are lo-
cated mostly in the drier regions west of Mississippi river,
which demonstrates the limited utility of gauged catchments
in those regions for predicting at ungauged basins. The re-
sults suggest that high streamflow similarity among nearby
catchments (and therefore, good predictability at ungauged
catchments) is more likely in humid runoff-dominated re-
gions than in dry evapotranspiration-dominated regions. We
further find that higher density and/or closer distance of
gauged catchments near an ungauged catchment does not
necessarily guarantee good predictability at an ungauged
catchment.


1 Introduction


Long-term measurements of river streamflow are essential
for a number of applications in water resources, such as,
planning of water supply and irrigation projects (Dunne and
Leopold, 1978; Jain and Singh, 2003), delineation of river
floodplains (Merwade et al., 2008; Tate et al., 2002), day-
to-day management of dams and canals (Hirsch and Costa,
2004), to name a few. Streamflow measurements are also
important for characterizing the hydrologic behavior of river
basins within modeling frameworks, so that future assess-
ments of hydrologic behavior in response to climate and/or
land-use change can be obtained. However, in many parts
of the world, developed as well as developing, rivers are
not gauged for continuous monitoring. Developing strate-
gies for prediction at ungauged basins (PUB; Sivapalan et
al., 2003) is required not only for the above practical appli-
cations, but also for advancing our process understanding of
the controls on regional variability in landscape hydrologic
response (Patil and Stieglitz, 2011; Wagener et al., 2004).


Prediction of streamflow at ungauged catchments involves
the following steps: (1) identify the gauged (donor) catch-
ments that are most likely to be hydrologically similar, i.e.,
have similar streamflow response, to the ungauged (receiver)
catchments, and (2) transfer the relevant hydrologic infor-
mation (model parameters or streamflow values) from the
gauged to ungauged catchments. Identification of hydrologic
similarity in this case is especially challenging, since the
hydrologic behavior of ungauged catchments is unknown.
Studies focusing on the transfer of parameters of rainfall-
runoff models have typically used either physical proxim-
ity measures (e.g., topography, soil type, land cover) or
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spatial proximity measures (distance) as a surrogate for hy-
drologic similarity between the gauged and ungauged catch-
ments (G̈otzinger and B́ardossy, 2007; Merz and Blöschl,
2004; Oudin et al., 2010; Parajka et al., 2005; Seibert,
1999). While either type of surrogates have their advantages
and disadvantages, a key conceptual limitation of the spa-
tial proximity measures is that they preclude identification
of hydrologic similarity among catchments that might be lo-
cated far from each other. Interestingly, studies that have
compared different similarity surrogates show that, in spite
of its conceptual limitations, ascribing hydrologic similarity
based on spatial proximity measures is one of the most re-
liable methods for choosing donor gauged catchments from
which rainfall-runoff model parameters can be transferred to
ungauged catchments (Merz and Blöschl, 2004; Oudin et al.,
2008; Zhang and Chiew, 2009).


Alternatively, methods that are used to predict at un-
gauged catchments without rainfall-runoff models perform
direct transfer of streamflow time series from nearby gauged
catchments (Archfield and Vogel, 2010; Skøien and Blöschl,
2007). These methods are inherently restricted to using spa-
tial proximity based similarity measures since streamflow
transfer from far away catchments will cause large errors
(due to climate heterogeneity). Nonetheless, the streamflow
predictability patterns obtained from these methods have the
potential to inform us whether nearby catchments within a
given region are hydrologically similar or not. The drainage-
area ratio method (Hirsch, 1979; Wiche et al., 1989) is per-
haps the oldest method used for direct transfer of streamflow
values to ungauged catchments. In this method, a gauged
catchment that is located nearest to the ungauged catchment
of interest is identified as hydrologically similar, and area-
normalized streamflow values are transferred from gauged to
ungauged catchment. More recently, Smakhtin et al. (1997)
developed regionalized flow duration curves for catchments
in South Africa and estimated streamflow at ungauged catch-
ments through the transfer of daily streamflow data from
nearby gauged catchments using an interpolation technique
described in Hughes and Smakhtin (1996). Archfield and
Vogel (2010) developed the map-correlation method to iden-
tify the donor gauged catchment that is likely to have high
correlation to the ungauged catchment for direct transfer of
daily streamflow time series. Skøien and Blöschl (2007) used
the concept of topological kriging, or top-kriging (Skøien et
al., 2006), on 376 catchments in Austria to predict hourly and
daily streamflow in ungauged catchments.


Results from either of the above approaches (rainfall-
runoff model based or model independent) highlight the im-
portance of spatial proximity as a criterion for the selection
of donor gauged catchments. While spatial proximity is a
widely used measure for predicting at ungauged catchments,
it is not clear whether transferring information among nearby
catchments is a suitable approach across a wide range of cli-
matic and geographic regions. Specifically, we do not know
if hydrologic similarity among nearby catchments can be


expected everywhere, or if there are certain types of regions
(e.g., with humid climate, or with mountainous terrain, etc.)
where hydrologic similarity is preferentially manifested.


The objective of this study is to: (1) determine if distinct
geographic regions exist where nearby catchments tend to
have similar streamflow patterns, so that information can be
easily transferred between gauged and ungauged catchments,
and (2) identify the physiographic and hydro-climatic condi-
tions that favor streamflow similarity among nearby catch-
ments within a region. We use the data from 756 gauged
catchments across the continental United States that span a
wide range of climatic, geologic and topographic conditions.
Similarity among nearby catchments is quantified through
direct transfer of daily area-normalized streamflow values
from neighboring gauged catchments using inverse distance
weighted (IDW) interpolation. While this method is a variant
of the drainage-area ratio method (Hirsch, 1979), it improves
upon the traditional method due to its ability to transfer in-
formation from multiple donor gauged catchments to an un-
gauged catchment. We specifically avoided rainfall-runoff
models in this study since no single model structure can per-
form satisfactorily across the wide range of catchments con-
sidered here. As such, our analysis of hydrologic similar-
ity among nearby catchments focuses solely on the observed
streamflow patterns and is independent of the deficiencies as-
sociated with any particular rainfall-runoff model structure.
High prediction efficiency using the interpolation method
suggests that nearby catchments in that region have similar
streamflow patterns to the catchment of interest. The pre-
diction efficiency of transferred streamflow values is further
compared against physiographic and hydro-climatic proper-
ties of the catchments to identify the conditions that favor
high streamflow similarity within a region.


2 Data


We use the streamflow records of catchments from US Ge-
ological Survey’s Hydro-Climate Data Network (HCDN)
(Slack et al., 1993). The HCDN database consists of data
of 1659 catchments located within the United States that
are not severely affected by human activity. The stream-
flow records in HCDN span from 1874 to 1988. A major-
ity of the catchments have consistent and continuous records
from water year 1970 onwards. As such, we consider only
those catchments that have a continuous daily streamflow
record from water year 1970 to 1988 (i.e., 1 October 1969
to 30 September 1988), which reduces the number of accept-
able catchments to 756 (see Fig. 1). The drainage area of the
catchments ranges from 23 km2 to 5000 km2, and the median
drainage area is 715 km2.


Monthly time-series of precipitation and potential evap-
otranspiration in each of the 756 catchments are obtained
from the climate dataset developed by Vogel and Sankara-
subramanian (2005). Estimates of monthly precipitation in
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Fig. 1. Location of all the 756 catchments (black triangles) within the continental US.


this dataset are obtained from the PRISM (Daly et al., 1994)
climate analysis system as described in Vogel et al. (1999),
whereas the monthly potential evapotranspiration estimates
are obtained using the formula suggested by Hargreaves
and Samani (1982). From the streamflow and precipita-
tion data, we derive five hydrologic indices (or signatures)
for each of the 756 catchments. These hydrologic signa-
tures are: baseflow index, runoff ratio, baseflow runoff ratio
(baseflow/rainfall), slope of flow duration curve, and inter-
annual streamflow elasticity. We also use the data of three
physiographic attributes from Vogel and Sankarasubrama-
nian (2005) dataset, viz., channel slope, soil permeability,
and soil water holding capacity. Details of the methods
used for deriving these hydrologic signatures are provided
in Appendix A.


As illustrated in Fig. 1, the number of stream gauges is
higher in the eastern half of the country than in the western
half. Since the streamflow predictions obtained in this study
are based on the proximity of gauged and ungauged catch-
ments, it is not entirely clear whether this variable gauge den-
sity induces bias in our analysis. Therefore, in Sect. 4.3, we
evaluate whether gauge density has any appreciable effect on
streamflow predictions at ungauged catchments.


3 Methods


In this section, we first outline the distance based interpola-
tion method used for simulating daily streamflow. We then
describe the goodness-of-fit measure used for assessing the
prediction efficiency, followed by a brief explanation of the
metric used for assessing the relationships between predic-
tion efficiency and catchment properties.


The inverse distance weighted (IDW) interpolation is one
of the simplest methods to determine whether streamflow
values among spatially proximate catchments are similar.
Nonetheless, as will be shown in results, this method is
highly effective in characterizing the streamflow similarity
patterns over the scale of continental US. Comparison of


different interpolation methods is beyond the scope of this
study (but see the discussion in Sect. 5). The IDW stream-
flow interpolation method is a variant of the drainage-area
ratio method (Hirsch, 1979; Wiche et al., 1989). In the tradi-
tional drainage-area ratio method, area normalized stream-
flow values are directly transferred to an ungauged catch-
ment from a single donor catchment that is in the closest
geographic proximity. The IDW interpolation method used
here modifies the drainage-area ratio method, specifically by
allowing for direct streamflow transfer from multiple donor
gauged catchments. As we will show later in the results
(Sect. 4), expanding the drainage-area ratio method to con-
sider multiple donor catchments significantly improves the
prediction performance at ungauged catchments. The math-
ematical expression of the IDW interpolation scheme is as
follows:


q(x) =


N∑
k=1


wk(x)


N∑
k=1


wk(x)


· q(xk) (1)


and,


wk(x) =
1


d(x, xk)
p (2)


where,q(x) is the area-normalized streamflow value (unit:
mm day−1) at the ungauged catchment that is located at
point x in the region,q(xk) is the area-normalized stream-
flow value at neighboring donor catchmentk located at point
xk in the region, andN is the total number of neighbor-
ing donor catchments considered for the interpolation. Dis-
tance between the gauged and ungauged catchmentd is cal-
culated individually for each of theN neighboring catch-
ments.d is the distance between stream gauges of the catch-
ments. The interpolation weightsw are calculated for all the
donor catchments using Eq. (2). The exponentp in Eq. (2)
is a positive real number, called as power parameter. The
above streamflow transfer method does not account for pre-
cipitation lags or differences in the timing of floods that
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Fig. 2. (a)Relationship between number of donor catchments and median NS values,(b) relationship between number of donor catchments
and median, 75th percentile, and 25th percentile NS values, and(c) distribution of NS values of simulated streamflows for the configuration
of five donor catchments.


may occasionally occur among nearby catchments. How-
ever, studies that have explicitly considered for precipita-
tion and flood timing lags show that streamflow transfer is
usually sensitive to lags at the hourly timescale, but not at
the daily timescale (Andréassian et al., 2012; Skøien and
Blöschl, 2007). Since our study focuses on streamflow trans-
fer at the daily timescale, this simplification is not likely to
affect our prediction results.


Each of the 756 catchments is considered ungauged in turn
(jack-knife procedure), and daily streamflows are simulated
using Eqs. (1) and (2). We use power parameterp = 2 (i.e.,
the inverse square distance weighted method) and vary the
number of neighboring donor catchmentsN from 1 to 50. As
a special case, whenN = 1, the IDW interpolation method is
equivalent to the traditional drainage-area ratio method.


Goodness of fit for predicted hydrograph is measured us-
ing the Nash-Sutcliffe efficiency criterion (NS), which is de-
fined as follows (Nash and Sutcliffe, 1970):


NS = 1 −


n∑
i=1


(
Qobs,i − Qpred,i


)2


n∑
i=1


(
Qobs,i − Qobs


)2
(3)


where,Qpred,i andQobs,i are the predicted and the observed
area-normalized streamflow values (unit: mm day−1) on the
i-th day respectively,Qobs is the mean of all the observed
streamflow values (unit: mm day−1) andn is the total number
of days in the record. The NS efficiency criterion is an exten-
sively used metric in the hydrology literature to determine the


simulation efficiency of daily hydrographs. We further ana-
lyze the relationship of prediction efficiency (NS values) with
numerous physical and hydrological properties of a catch-
ment. These relationships are analyzed to identify the factors
that favor streamflow similarity among nearby catchments.
To this end, we use the Spearman’s rank correlation (Spear-
man, 1904), which quantifies the increasing/decreasing trend
in a relationship. The formula for Spearman’s correlation (ρ)
is as follows:


ρ = 1 −
6 ·


∑
d2


M ·
(
M2 − 1


) (4)


where,d is the difference between the ranks of each obser-
vation on the two variables under consideration, andM is
the total number of observation points (M = 756 in our case).
Spearman’sρ varies from−1 to +1, with−1 being a perfect
monotonically decreasing relationship and +1 being perfect
monotonically increasing.


4 Results


4.1 Choosing the optimal number of donor gauged
catchments


To find the optimal number of donor catchments required
for a good streamflow estimate we vary the number of near-
est donor catchments from 1 to 50 and calculate the associ-
ated NS. This approach for choosing the optimal number of
donors has been used previously (Oudin et al., 2008; Zhang
and Chiew, 2009). Figure 2a shows the relationship between
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Fig. 3. (a) Group 1 catchments with NS> 0.7 (red triangle),
(b) Group 2 catchments with 0.3< NS< 0.7 (blue triangle), and
(c) Group 3 catchments with NS< 0.3 (brown triangle).


the number of donor gauged catchments used for simulating
daily streamflow and the median NS from each simulation
run for all the 756 catchments. The median NS increases
sharply from 0.49 to 0.61 as the number of donor catchments
increase from 1 to 4, followed by small increases in median
NS for subsequent increases in the number of donor catch-
ments. The median NS reaches its highest value of 0.615 at
15 donor catchments. Beyond 15 donor catchments there is
decline in simulation efficiency that can be attributed to the
relative reduction in influence of the nearby catchments. For
subsequent analysis, we limit the number of donors to five
nearest gauged catchments and perform the distance based
interpolation to simulate daily streamflows. For simulations
with five donor catchments, the maximum NS is 0.97, the
median value is 0.61, and the 25th percentile value is 0.29.
Figure 2b shows the 25th and 75th percentile NS values along
with median NS against the number of donor catchments.
Similar to the median, other percentile values also show that
increasing the number of donors far beyond 4 or 5 does
not cause an increase in prediction performance. Figure 2c
shows the distribution of NS values of simulated streamflows
using five donor catchments.


0 0.2 0.4 0.6 0.8 1
0


50


100


150


200


250


300


NS


A
vg


. d
is


ta
nc


e 
fr


om
 d


on
or


 c
at


ch
m


en
ts


 (
km


)


a)


0 0.2 0.4 0.6 0.8 1
0


50


100


150


200


250


300


NS


D
is


ta
nc


e 
fr


om
 n


ea
re


st
 d


on
or


 c
at


ch
m


en
t (


km
)


b)


Fig. 4. Relationship of Nash Sutcliffe efficiency (NS) with(a) aver-
age distance from donor catchments, and(b) distance from nearest
donor catchment.


4.2 Geographic patterns of daily streamflow prediction


Distinct geographic patterns are observed in the NS values of
catchment streamflows using the IDW interpolation method
(Fig. 3). For better identification of these geographic pat-
terns, we partition the catchments into three groups: Group 1
for NS greater than 0.7, Group 2 for NS between 0.3 and 0.7,
and Group 3 for NS less than 0.3. Figure 3a shows the lo-
cation of all the Group 1 catchments, 288 in total (∼40 %),
which have the highest predictability of daily streamflow.
The majority of Group 1 catchments are located in three ge-
ographic regions: (1) the Appalachian mountain ranges in
the eastern US, (2) the Rocky Mountains, and (3) the Pacific
Northwest region to the west of Cascade Mountain range.
The remaining Group 1 catchments are located across the
eastern half of continental US, especially in the states of In-
diana and Illinois (Fig. 3a). The Group 2 catchments – a total
of 277 catchments (∼35 %); Fig. 3b – are located across the
eastern part of the United States. The poorest performers,
Group 3 catchments are predominantly located in the west-
ern half of continental US, especially to the west of Missis-
sippi river (Fig. 3c). There are 191 catchments (∼25 %) that
belong in Group 3 and these are considered as practically
unpredictable using our spatial proximity based prediction
method.


4.3 Impact of catchment proximity and gauge density
on prediction at ungauged catchments


Figure 4a shows the relationship of prediction efficiency
(NS) with the average distance of donor catchments from
the ungauged catchment, while Fig. 4b shows its relationship
with the distance of nearest donor catchment. As expected,
the observed trend is that high NS catchments have donor
catchments in closer proximity, i.e., smaller distances. The
Spearman rank correlation (ρ) for the relationships of NS
with the average and minimum distance is−0.44 and−0.41
respectively (p-value< 0.01 in both cases). However, at
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Fig. 5. Relationship of Nash Sutcliffe efficiency (NS) with gauge
density around an ungauged catchment.


any given NS value, there is a surprisingly wide scatter of
distances between donor and receiver catchments (Fig. 4a
and b). This suggests that the donor-receiver catchment prox-
imity alone cannot fully explain the prediction performance
at a given location. Among catchments with NS> 0, theR2


value of relationship between NS and average donor distance
is 0.12, i.e., the average distance from donor catchments ex-
plains only 12 % of the spatial variability in NS.


Gauge density is another important factor that influences
the transfer of information to ungauged catchments. If more
gauged catchments are present in the vicinity of an un-
gauged catchment, we can intuitively expect that catchment
to have better predictability. Therefore, we test quantitatively
whether disparity in gauge density across different regions
of the US influences predictability at an ungauged catch-
ment. Gauge density around a catchment is defined as the
number of gauged catchments within the 200 km radius of
its location. We tested the gauge density metric by varying
the search radius from 100 km to 500 km and found that the
relationship between NS and gauge density is not affected
by the choice of the search radius (result not shown). Fig-
ure 5 shows the relationship between NS and gauge density
near the ungauged catchment. Contrary to our a priori ex-
pectation, high gauge density around an ungauged catchment
does not guarantee good predictability. Moreover, there are
numerous catchments that have low gauge density in their
vicinity and still have high NS values. No significant trend is
observed in the relationship between NS and gauge density.
Among catchments with NS> 0, theR2 value of relation-
ship between NS and gauge density is 0.06, i.e., the density
of gauged catchments surrounding within a region explains
only 6 % of the spatial variability in NS.


4.4 Impact of climate on prediction at ungauged
catchments


We analyze the high and low predictability catchments us-
ing the Budyko curve (Budyko, 1974). A Budyko curve
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Fig. 6. Budyko diagram showing the high predictability (NS> 0.7)
and low predictability (NS< 0.3) catchments.


characterizes the relationship between aridity index (PET/P )
and evaporation index (ET/P ) of the catchments. Figure 6
shows the Group 1 catchments (NS> 0.7, blue squares)
and Group 3 catchments (NS< 0.3, red squares) on the
Budyko curve. Majority of the high predictability catch-
ments (Group 1) have low values of evaporation and aridity
indices and are located in the lower portion of the curve. This
suggests that the water balance in these high predictability
catchments is controlled by energy limitation, i.e., more wa-
ter is present than can be evaporated. On the other hand, low
predictability catchments (Group 3) have higher values of
evaporation and aridity indices and are located in the higher
portion of the curve. About 48 % of the Group 3 catchments
have aridity index> 1, suggesting that their water balance
is controlled by water limitation, i.e., less water is present
than can be evaporated. Thus, the Budyko curve shows that
the predictability is higher in regions where the ET of catch-
ments is demand limited (i.e., humid) and low where the ET
is supply limited (i.e., arid).


4.5 Physical conditions favoring good prediction at
ungauged catchments


To identify the physical conditions that favor high streamflow
similarity (and therefore good predictability), we explore the
relationships between NS and catchment attributes. Eight
catchment properties are considered: three physiographic
properties (channel slope, soil permeability, and soil water
holding capacity) that are obtained for each catchment from
the Vogel and Sankarasubramanian (2005) dataset; and five
hydrologic signatures (baseflow index, runoff ratio, baseflow
runoff ratio, slope of flow duration curve, and inter-annual
streamflow elasticity) that are derived from the streamflow
and precipitation data (see Appendix A for details).


Figure 7 shows the relationship between prediction effi-
ciency (NS) and each of the three physiographic properties.
While none of these properties have a distinct relationship
with NS, a majority of the catchments with higher channel
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Fig. 7. Relationship between Nash Sutcliffe efficiency (NS) and(a) channel slope,(b) soil permeability, and(c) soil water holding capacity
(SWHC).


slope (>1 %) have high NS value (Fig. 7a). This trend is
consistent with the observation that a majority of high NS
catchments are located along the three large mountain ranges
of the US (Fig. 3a). However, high NS values are not ex-
clusive to catchments with high channel slope. Of the three
physiographic properties, only channel slope shows a statis-
tically significant trend in its relationship with NS (Spearman
ρ = 0.21; see Table 1). No distinct trend is observed in soil
permeability except that the preference of higher permeabil-
ity catchments is towards high NS values (Fig. 7b). No trend
whatsoever is observed in the relationship between NS and
soil water holding capacity (Fig. 7c).


Figure 8 shows each of the five hydrologic signatures plot-
ted against NS. High scatter is observed in all the five re-
lationships, similar to the observations of physiographic at-
tributes (Fig. 7). Nonetheless an increasing trend with re-
spect to NS is observed in the relationships of runoff ra-
tio (Spearmanρ = 0.51), baseflow runoff ratio (Spearman
ρ = 0.46), and slope of FDC (Spearmanρ = 0.31) (Fig. 8a, c,
and d respectively). Although many high NS catchments are
clustered towards high values of baseflow index (Fig. 8b),
it does not have a significant trend in its relationship with
NS. No particular trend (increasing or decreasing) is ob-
served in the relationship between NS and streamflow elas-
ticity (Fig. 8e).


5 Discussion


Distinct geographic regions exist where identifying similar-
ity and transferring streamflow based on the spatial prox-
imity measure results in good prediction at an ungauged
catchment. High streamflow predictability is obtained in


Table 1. Correlation of catchment properties with Nash-Sutcliffe
(NS) efficiency of simulation. Bold values indicate statistically sig-
nificant value (p < 0.01).


Type Property Spearman rank p-value
correlation (ρ)


Physiographic Channel slope 0.21 0.00
Soil permeability 0.08 0.03
SWHC 0.04 0.26


Hydrologic Runoff ratio 0.51 0.00
Baseflow index 0.03 0.46
Baseflow runoff ratio 0.46 0.00
Slope of FDC 0.31 0.00
Streamflow elasticity 0.01 0.83


humid mountainous regions, whereas the low predictabil-
ity catchments are predominantly located in the drier re-
gions (Fig. 3). To our knowledge, the geographic patterns of
streamflow similarity (and predictability at ungauged catch-
ments) shown here have not been shown before within the
continental US, specifically at a daily time-scale and by
using an information transfer method. The Budyko curve
(Fig. 6) illustrates the preference of high predictability catch-
ments towards humid regions. Our previous work (Patil and
Stieglitz, 2011) characterized streamflow similarity among
nearby catchments across multiple flow conditions. Patil and
Stieglitz (2011) suggested that the competing influences of
precipitation input and evaporative demand determine the
conditions at which regional streamflow similarity is man-
ifested. Consistent with their suggestion, the results pre-
sented here show that streamflow similarity among nearby
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catchments is more likely to occur in regions where annual
precipitation exceeds evaporative demand (i.e., low energy
environments). The preference for humid environment is fur-
ther evident from the tendency of high predictability catch-
ments to be located in regions of high forest density. Figure 9
shows all the 756 catchments mapped with the forest cover
within the US. The forest cover map is obtained from the
USGS Global Land Cover Characteristics (GLCC) project
(Loveland et al., 1991). With the exception of catchments in
the mid-West, almost all the high predictability catchments
(Group 1) are located in regions with high amount of forest
cover.


While humid climate is certainly favorable for similarity
among nearby catchments, climate alone does not appear
to be sufficient for identifying regions of high streamflow
similarity. The clustering of Group 1 catchments along the
mountain ranges suggests that topography is also an impor-
tant factor in determining streamflow similarity (and pre-
dictability). For instance, the catchments in southeastern
states of Louisiana, Mississippi, Alabama and Florida have
humid climate, but a flatter terrain (and most are Group 2
catchments). Due to the strong connection of predictability
with geographic features, we had an a priori expectation that
the catchments with high (or low) predictability will have
distinct physiographic and hydrologic signatures associated
with them. However, the relationship of NS with individ-
ual catchment properties is weak. This suggests that the
strong differences in climate within the continental US might
be, to some extent, obscuring the physiographic differences
among catchments. It is not clear though whether the physi-
cal catchment properties can better explain the predictability
patterns at smaller regional scales where the climate is more


homogeneous. Of the eight catchment properties considered,
statistically significant positive trends with respect to NS are
observed in only four properties: channel slope, runoff ratio,
baseflow runoff ratio, and the slope of FDC (see Table 1).
These weak relationships are also indicative of the difficul-
ties faced by hydrologists in achieving a universally accept-
able hydrologic classification of catchments (McDonnell et
al., 2007; Wagener et al., 2007).


The IDW streamflow interpolation method, although
mathematically simpler, is conceptually similar to other
streamflow transfer methods (Andréassian et al., 2012; Arch-
field and Vogel, 2010; Skøien and Blöschl, 2007). These
methods typically involve choosingN nearest neighbors and
assigning an appropriate weighting scheme to transfer area-
normalized streamflow to the ungauged catchment. Due to
the large scale of continental US considered in this study,
and also due to the low streamgage density (compared to Eu-
ropean studies such as Young, 2006; Skøien and Blöschl,
2007; Oudin et al., 2008; Andréassian et al., 2012), we do
not think that our simple method is at a disadvantage for
identifying the large scale predictability patterns (as seen in
Fig. 3). A more sophisticated streamflow transfer method
is likely to provide better results at smaller regional scales
where higher streamgage density is available. Nonetheless,
in regions with low streamgage density, even a mathemat-
ically sophisticated method is unlikely to provide good pre-
dictions at ungauged catchments. Unfortunately, since all the
above mentioned methods use spatial proximity based simi-
larity measures, they cannot identify a gauged catchment that
is potentially similar to the ungauged catchment but is lo-
cated far from it. Physical proximity measures (e.g., topog-
raphy, soil type, land cover) are conceptually more appealing
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Fig. 9. All the 756 catchments mapped along with the forest cover within the United States: Group 1 (NS> 0.7; red), Group 2
(0.7> NS> 0.3; blue), Group 3 (0.3> NS; brown).


since they can identify similarity among catchments that are
far from each other. However, recent studies have shown that
physical proximity measures do not necessarily provide bet-
ter prediction at ungauged catchments than spatial proximity
measures (Oudin et al., 2008; Zhang and Chiew, 2009).


Even though the predictions at ungauged catchments in
this study are obtained through distance-based interpolation,
results show that the distance between donor and receiver
catchments cannot fully explain the prediction patterns. It
could have been argued that the high NS catchments are
preferentially located in humid regions because of the higher
gauge density in those regions. However, no clear relation-
ship is found between NS and gauge density either (Fig. 5).
This suggests that factors other than spatial proximity among
catchments and gauge density play an important role in re-
gional similarity of streamflows. The higher predictability
in humid environments is likely to be due to similarity in
climatic inputs over larger spatial scales. However, low pre-
dictability at an ungauged catchment can be due to either one
of the three primary causes: (1) the ungauged catchment is
too far from the donor catchments, or (2) the spatial vari-
ability in climatic inputs is high in the region surrounding
the ungauged catchment, or (3) the hydrologic behavior of
the ungauged catchment is idiosyncratic (and therefore, non-
representative of the region surrounding it) either due to con-
tributions from deep groundwater sources, loss of water to
regional aquifers, or other complex geologic factors.


6 Summary and conclusion


This study examined whether identification of hydrologic
similarity based on spatial proximity measures is suitable for
prediction at ungauged catchments across multiple environ-
ments. Distinct geographic patterns of daily streamflow pre-
dictability at ungauged catchments were observed within the
continental US. Specifically, high predictability catchments
are located along the Appalachian Mountains in eastern US,
the Rocky Mountains, and the Cascade Mountains in the Pa-
cific Northwest, whereas the low predictability catchments
are located in the drier regions west of Mississippi river.
Identification of these patterns provides essential informa-
tion regarding the usefulness of gauged catchments within a
region for predicting streamflow at a nearby ungauged catch-
ment. While the direct transfer of streamflows is useful for
retrospective prediction, future forecasts of streamflows will
still require implementation of rainfall-runoff models. Al-
though this study did not test the transferability of rainfall-
runoff model parameters to ungauged catchments, we did
identify regions where nearby catchments tend to have simi-
lar streamflow patterns. Our speculation is that high stream-
flow similarity within a region certainly increases the likeli-
hood of model parameters being similar at a regional scale.
Therefore, we think that a map showing regions of high
and low streamflow similarity (like Fig. 3) could be a good
starting point when considering model parameter transfer to
ungauged catchments. However, the model regionalization
studies will need to additionally consider whether their cho-
sen rainfall-runoff model structure is suitable for character-
izing the hydrologic response within their region of interest.
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Comparison of catchments using the Budyko curve sug-
gests that climate has a dominant control over the regional
extent of similarity in hydrologic response. Nonetheless,
among the humid regions, high predictability catchments are
still preferentially clustered among the mountainous environ-
ments. This suggests that the topography of the region also
has the ability to influence similarity in catchment stream-
flows. However, analysis of individual catchment attributes
provides, at best, a weak picture of the physiographic and
hydro-climatic conditions that favor high streamflow simi-
larity (and predictability at ungauged catchments). More im-
portantly, our results show that the spatial proximity between
gauged and ungauged catchments alone cannot fully explain
the prediction performance at a given location. This sug-
gests that a combined influence of spatial proximity, regional
climate variability and geologic settings contributes towards
meaningful information transfer between the gauged and un-
gauged catchments.


Appendix A


Deriving the hydrologic signatures of a catchment


Five hydrologic indices (or signatures) are derived individu-
ally for each of the 756 catchments. These hydrologic sig-
natures are: baseflow index, runoff ratio, baseflow runoff ra-
tio, slope of flow duration curve, and inter-annual stream-
flow elasticity. Sawicz et al. (2011) used four of the above
signatures (baseflow index, runoff ratio, slope of flow du-
ration curve, and inter-annual streamflow elasticity) in their
catchment classification study and showed that each individ-
ual hydrologic signature explains a different aspect of the hy-
drologic response of a catchment.


The baseflow index (BFI) is defined as the ratio of base-
flow to total streamflow of a catchment. We use the one pa-
rameter single-pass digital filter method (Arnold and Allen,
1999; Eckhardt, 2008) to calculate the BFI. The baseflow
filter is applied on daily streamflow time-series through the
following equation:


Bk = α · Bk−1 +
1 − α


2
· (Qk + Qk−1) (A1)


where,B is the baseflow andQ is the total streamflow. The
values of filter parameterα = 0.925. Equation (4) is applica-
ble provided thatB ≤ Qk (or elseBk =Qk). After applying
the above filter, the baseflow index is calculated as:


BFI =


N∑
k=1


Bk


Qk


. (A2)


A high value of BFI suggests that the influence of subsurface
flow on the overall flow output from a catchment is higher.
On the other hand, a low BFI value suggests that the catch-
ment is fast responding.


The runoff ratio (RR) is defined as the ratio of average an-
nual streamflow (Q) to average annual precipitation (P ). We
consider the annual average values ofQ andP over the en-
tire period of WY 1970–1988 to calculate the RR values. The
runoff ratio is a metric for partitioning the incoming precipi-
tation input into the fraction that exits the catchment as runoff
and the fraction that exits the catchment as evapotranspira-
tion (Sankarasubramanian et al., 2001; Yadav et al., 2007).
Catchments with high RR value are considered to be stream-
flow dominated, while those with low RR values are evapo-
transpiration dominated.


The baseflow runoff ratio is the ratio of average annual
baseflow and precipitation. It is a similar metric to runoff ra-
tio, but gives a direct estimate of the proportion of incoming
rainfall that reaches the catchment outlet through slower sub-
surface paths. The baseflow runoff ratio is calculated as the
product of baseflow index and runoff ratio of a catchment.


The flow duration curve (FDC) of a catchment is a graph-
ical illustration of the amount of time (expressed as a per-
centage) a specific streamflow value is equaled or exceeded
in a catchment within a specified period of hydrologic record
(Searcy, 1959; Smakhtin, 2001). The slope of flow duration
curve (SFDC) is defined as the slope of the middle section of
the FDC (between 33rd and 66th percentile flows) when the
curve can be considered as approximately linear (Sawicz et
al., 2011; Yadav et al., 2007).SFDC is calculated using the
following formula:


SFDC =
ln(Q66) − ln(Q33)


0.66 − 0.33
. (A3)


A high value ofSFDC indicates that the catchment is subject
to high flow variability, while a lowSFDC values is typical of
catchments with damped response behavior and stable flows.


The inter-annual streamflow elasticity (EQP ) is defined as
the ratio of percentage change in annual streamflow and the
percentage change in annual precipitation.EQP is an indi-
cator of the sensitivity of streamflow to relative changes in
precipitation inputs (Sankarasubramanian et al., 2001; Saw-
icz et al., 2011). We calculate theEQP using the following
formula:


EQP = median


(
dQ


dP
·


P


Q


)
. (A4)


An EQP value of 1 suggests that the relationship be-
tween precipitation change and streamflow change is linear.
EQP > 1 indicates that the catchment is elastic (or more sen-
sitive) to precipitation change, whileEQP < 1 indicates that
the catchment is inelastic.
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Geostatistics is a set of models and tools developed for statistical analysis of continuous 
data. These data can be measured at any location in space, but they are available in a 
limited number of sampled points. 
Since input data are contaminated by errors and models are only approximations of the 
reality, predictions made by Geostatistical Analyst are accompanied by information on 
uncertainties. 
 
The first step in statistical data analysis is to verify three data features: dependency, 
stationarity, and distribution. If data are independent, it makes little sense to analyze them 
geostatisticaly. If data are not stationary, they need to be made so, usually by data 
detrending and data transformation. Geostatistics works best when input data are 
Gaussian. If not, data have to be made to be close to Gaussian distribution. 
Geostatistical Analyst provides exploratory data analysis tools to accomplish these tasks. 
With information on dependency, stationarity, and distribution you can proceed to the 
modeling step of the geostatistical data analysis, kriging.  
 
The most important step in kriging is modeling spatial dependency, semivariogram 
modeling. Geostatistical Analyst provides large choice of semivariogram models and 
reliable defaults for its parameters. 
Geostatistical Analyst provides six kriging models and validation and cross-validation 
diagnostics for selecting the best model. 
Geostatistical Analyst can produce four output maps: prediction, prediction standard 
errors, probability, and quantile. Each output map produces a different view of the data. 
 
This tutorial only explains basic geostatistical ideas and how to use the geostatistical 
tools and models in Geostatistical Analyst. Readers interested in a more technical 
explanation can find all the formulas and more detailed discussions on geostatistics in the 
Educational and Research Papers and Further Reading sections. Several geostatistical 
case studies are available at Case Studies. 
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Spatial dependency 
 
Since the goal of geostatistical analysis is to predict values where no data have been 
collected, the tools and models of Geostatistical Analyst will only work on spatially 
dependent data. If data are spatially independent, there is no possibility to predict values 
between them. Even with spatially dependent data, if the dependency is ignored, the 
result of the analysis will be inadequate as will any decisions based on that analysis. 
 
Spatial dependence can be detected using several tools available in the Geostatistical 
Analyst’s Exploratory Spatial Data Analysis (ESDA) and Geostatistical Wizard. Two 
examples are presented below. 
The figure below shows a semivariogram of data with strong spatial dependence, left, and 
with very weak spatial dependence, right.  
 


  
 
In the cross-validation diagnostic, one sample is removed from the dataset, and the value 
in its location is predicted using information on the remaining observations. Then the 
same procedure is applied to the second, and third, and so on to the last sample in the 
database. Measured and predicted values are compared. Comparison of the average 
difference between predicted and observed values is made. 
The cross-validation diagnostics graphs for the datasets used to create the 
semivariograms above look very different:  
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If data are correlated, one can be removed and a similar value predicted at that location, 
left, which is impossible for spatial data with weak dependence: predictions in the figure 
to the right are approximated by a horizontal line, meaning that prediction for any 
removed sample is approximately equal to the data’s arithmetic average. 
 


Analysis of continuous data using geostatistics 
 
Geostatistics studies data that can be observed at any location, such as temperature. There 
are data that can be approximated by points on the map, but they cannot be observed at 
any place. An example is tree locations. If we know the diameters and locations of two 
nearby trees, prediction of diameter between observed trees does not make sense simply 
because there is no there. Modeling of discrete data such as tree parameters is a subject of 
point pattern analysis. 
 
The main goal of the geostatistical analysis is to predict values at the locations where we 
do not have samples. We would like our predictions to use only neighboring values and 
to be optimum. We would like to know how much prediction error or uncertainty is in 
our prediction.  
 
The easiest way to make predictions is to use an average of the local data. But the only 
kind of data that are equally weighted are independent data. Predictions that use an 
average are not optimum, and they give over-optimistic estimates of averaging accuracy.  
Another way is to weight data according to the distance between locations. This idea is 
implemented in the Geostatistical Analyst’s Inverse Distance Weighting model. But this 
is only consistent with our desire to use neighboring values for prediction. Geostatistical 
prediction satisfies all over.  
 


Random variable 
 
The figure below shows an example of environmental observations. It is a histogram of 
the maximum monthly concentration of ozone (parts per million, ppm) at Lake Tahoe, 
from 1981-1985:  
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These data can be described by the continuous blue line. This line is called normal 
distribution in statistics.  
Assuming that the data follow normal distribution, with mean and standard deviation 
parameters estimated from the data, we can randomly draw values from the distribution. 
For example, the figure below shows a histogram of 60 realizations from the normal 
distribution, using the mean and standard deviation of ozone at Lake Tahoe:  


 
 
We would not be surprised to find that such values had actually been measured at Lake 
Tahoe. 
We can repeat this exercise of fitting histograms of ozone concentration to normal 
distribution lines and drawing reasonable values from it in other California cities. If 
measurements replications are not available, we can assume that data distribution is 
known in each datum location. Some contouring algorithm applied to the sequence of real 
or simulated values at each city location results in a sequence of surfaces. Instead of 
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displaying all of them, we can show the most typical one and a couple that differ the most 
from the typical one. Then various surfaces can be represented by the most probable 
prediction map and by estimated prediction uncertainty in each possible location in the 
area under study.  
The figure below, created in 3D analyst, illustrates variation in kriging predictions, 
showing the range of prediction error (sticks) over kriging predictions (surface). A stick’s 
color changes according to the prediction error value. As a rule, prediction errors are 
larger in areas with a small number of samples. 
 


 
Predictions with associated uncertainties are possible because certain properties of the 
random variables are assumed to follow some laws.  
 


Stationarity 
 
The statistical approach requires that observations be replicated in order to estimate 
prediction uncertainty.  
Stationarity means that statistical properties do not depend on exact locations. Therefore, 
the mean (expected value) of a variable at one location is equal to the mean at any other 
location; data variance is constant in the area under investigation; and the correlation 
(covariance or semivariogram) between any two locations depends only on the vector that 
separates them, not their exact locations.  
The figure below (created using Geostatistical Analyst’s Semivariogram Cloud 
exploratory tool) shows many pairs of locations, linked by blue lines that are 
approximately the same length and orientation. In the case of data stationarity, they have 
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approximately the same spatial similarity (dependence). This provides statistical 
replication in a spatial setting so that prediction becomes possible. 
 


  
 
Spatial correlation is modeling as a function of distance between pairs of locations. Such 
functions are called covariance and semivariogram. Kriging uses them to make optimum 
predictions. 
 


Optimum interpolation or “kriging” 
 
Kriging is a spatial interpolation method used first in meteorology, then in geology, 
environmental sciences, and agriculture, among others. It uses models of spatial 
correlation, which can be formulated in terms of covariance or semivariogram functions.  
These are the first two pages of the first paper on optimum interpolation (later called 
“kriging”) by Lev Gandin. It is in Russian, but those of you who have read geostatistical 
papers before can recognize the derivation of ordinary kriging in terms of covariance and 
then using a semivariogram. Comments at the right show how the kriging formulas were 
derived. The purpose of this exercise is to show that the derivation of kriging formulas is 
relatively simple. It is not necessary to understand all the formulas. 
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Kriging uses a weighted average of the available data. Instead of just assuming that the 
weights are functions of distance alone (as with other mapping methods like inverse-
distance weighting), we want to use the data to tell us what the weights should be. They 
are chosen using the concept of spatial stationarity and are quantified through the 
covariance or semivariogram function. It is assumed that the covariance or 
semivariogram function is known.  
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Kriging methods have been studied and applied extensively since 1959 and have been 
adapted, extended, and generalized. For example, kriging has been generalized to classes 
of nonlinear functions of the observations, extended to take advantage of covariate 
information, and adapted for non-Euclidean distance metrics. You can find a discussion 
on modern geostatistics in this paper, below, and in the Educational and Research Papers 
section. 
 


Semivariogram and covariance 
 
Creating an empirical semivariogram follows four steps:  


• Find all pairs of measurements (any two locations).  
• Calculate for all pairs the squared difference between values.  
• Group vectors (or lags) into similar distance and direction classes. This is called 


binning.  
• Average the squared differences for each bin. In doing so, we are using the idea of 


stationarity: the correlation between any two locations depends only on the vector 
that links them, not their exact locations.  


 


 
 
Estimation of the covariance is similar to the estimation of semivariogram, but requires 
the use of the data mean. Because the data mean is usually not known, but estimated, this 
causes bias. Hence, Geostatistical Analyst uses semivariogram as default function tool to 
characterize spatial data structure. 
 
In Geostatistical Analyst, the average semivariogram value in each bin is plotted as a red 
dot, as displayed in the figure below, left.  
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The next step after calculating the empirical semivariogram is estimating the model that 
best fits it. Parameters for the model are found by minimizing the squared differences 
between the empirical semivariogram values and the theoretical model. In Geostatistical 
Analyst, this model is displayed as a yellow line. One such model, the exponential, is 
shown in the figure above, right.  
The semivariogram function has three or more parameters.  In the exponential model, 
below, 


• Partial sill is the amount of variation in the process that is assumed to generate 
data 


• Nugget is data variation due to measurement errors and data variation at very fine 
scale, and is a discontinuity at the origin 


• Range is the distance beyond which data do not have significant statistical 
dependence 


 


 
 
The nugget occurs when sampling locations are close to each other, but the measurements 
are different. The primary reason that discontinuities occur near the origin for 
semivariogram model is the presence of measurement and locational errors or variation at 
scales too fine to detect in the available data (microstructure).  
 
In Geostatistical Analyst, the proportion between measurement error and microstructure 
can be specified, as in the figure below, left. If measurement replications are available, 
the proportion of measurement error in the nugget can be estimated, right. 
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Not just any function can be used as covariance and semivariogram. Geostatistical 
Analyst provides a set of valid models. Using these models avoids the danger of getting 
absurd prediction results.  
 
Because we are working in two-dimensional space, we might expect that the 
semivariogram and covariance functions change not only with distance but also with 
direction. The figure below shows how the Semivariogram/Covariance Modeling dialog 
looks when spatial dependency varies in different directions.  
 


 
 
The Gaussian semivariogram model, yellow lines, changes gradually as direction changes 
between pairs of points. Distance of significant correlation in the north-west direction is 
about twice as large as in the perpendicular direction.  
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The importance of Gaussian distribution 
 
Kriging predictions are best among all weighted averaged models if input data are 
Gaussian. Without an assumption about the kriging prediction’s Gaussianity, a prediction 
error map can only tell us where prediction uncertainty is large and where it is small. 
Only if the prediction distribution at each point is Gaussian can we tell how credible the 
predictions are. 
Geostatistical Analyst’s detrending and transformation options help to make input data 
close to Gaussian. For example, if there is evidence that data are close to lognormal 
distribution, you can use the lognormal transformation option in the Geostatistical 
Analyst modeling wizard. If input data are Gaussian, their linear combination (kriging 
prediction) is also Gaussian. 
 
Because features of input data are important, some preliminary data analysis is required. 
The result of this exploratory data analysis can be used to select the optimum 
geostatistical model.  
 


Exploratory Spatial Data Analysis 
 
Geostatistical Analyst’s Exploratory Spatial Data Analysis (ESDA) environment is 
composed of a series of tools, each allowing a view into the data. Each view is 
interconnected with all other views as well as with ArcMap. That is, if a bar is selected in 
the histogram, the points comprising the bar are also selected on any other open ESDA 
view, and on the ArcMap map.  
Certain tasks are useful in most explorations, defining the distribution of the data, looking 
for global and local outliers, looking for global trends, and examining spatial correlation 
and the covariation among multiple datasets.  
 
The semivariogram/covariance cloud tool is used to examine data spatial correlation, 
figure below. It shows the empirical semivariogram for all pairs of locations within a 
dataset and plots them as a function of the distance between the two locations.  
In addition, the values in the semivariogram cloud are put into bins based on the direction 
and distance between a pair of locations.  These bin values are then averaged and 
smoothed to produce the surface of the semivariogram. The semivariogram surface shows 
semivariogram values in polar coordinates. The center of the semivariogram surface 
corresponds to the origin of the semivariogram graph. 
 
There is a strong spatial correlation in the data displayed in the figure below, left, but data 
are independent in the right.  
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The semivariogram surface in the figure to the right is homogeneous, meaning that data 
variation is approximately the same regardless of the distance between pairs of locations. 
The semivariogram surface in the figure to the left shows a clear structure of spatial 
dependence, especially in the east-west direction. 
 
The semivariogram/covariance cloud tool can be used to look for data outliers. You can 
select dots and see the linked pairs in ArcMap. If you have a global outlier in your 
dataset, all pairings of points with that outlier will have high values in the semivariogram 
cloud, no matter what the distance. When there is a local outlier, the value will not be out 
of the range of the entire distribution but will be unusual relative to the surrounding 
values, as illustrated in the top right side of the figure below. In the semivariogram graph, 
top left, you can see that pairs of locations that are close together have a high 
semivariogram value (they are to the far left on the x-axis, indicating that they are close 
together, and high on the y-axis, indicating that the semivariogram values are high). 
 
 


 
 
When these points are selected, you can see that all of these points are pairing to just four 
locations. Thus, the common centers of the four clusters in the figure above are possible 
local data outliers, and they require special attention. 
 


 12







The next task after checking the data correlation and looking for data outliers is 
investigating and mapping large-scale variation (trend) in the data. If trend exists, the 
mean data value will not be the same everywhere, violating one of the assumptions about 
data stationarity.  Information about trend in the data is essential for choosing the 
appropriate kriging model, one that takes the variable data mean into account. 
 
Geostatistical Analyst provides several tools for detecting trend in the data. The figure 
below shows ESDA Trend Analysis, top right, and the Wizard’s Semivariogram Dialog, 
bottom right, in the process of trend identification in meteorological data. They show that 
data variability in the north-south direction differs from that in the east-west. 
 


 
 
The Trend Analysis tool provides a three-dimensional perspective of the data. Above 
each sample point, the value is given by the height of a stick in the Z dimension with 
input data points on top of the sticks. 
Then the values are projected onto the XZ plane and the YZ plane, making a sideways 
view through the three dimensional data.  Polynomial curves are then fit through the 
scatter plots on the projected planes. The data can be rotated to identify directional trends.   
 
There are other ESDA tools for investigation of the data variability, the degree of spatial 
cross-correlation between variables, and closeness of the data to Gaussian distribution.  
 
After learning about the data using interactive ESDA tools, model construction using the 
wide choice of Geostatistical Analyst’s models and options becomes relatively 
straightforward.  
 


Interpolation models 
 
Geostatistical Analyst provides deterministic and geostatistical interpolation models.  
Deterministic models are based on either the distance between points (e.g., Inverse 
Distance Weighted) or the degree of smoothing (e.g., Radial Basis Functions and Local 
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Polynomials). Geostatistical models (e.g., kriging) are based on the statistical properties 
of the observations.  
Interpolators can either force the resulting surface to pass through the data values or not. 
An interpolation technique that predicts a value identical to the measured value at a 
sampled location is known as an exact interpolator. Because there is no error in 
prediction, other measurements are not taken into account. A filtered (inexact) 
interpolator predicts a value that is different from the measured noisy value. Since the 
data are inexact, the use of data at other points lead to an improvement of the prediction.  
Inverse Distance Weighted and Radial Basis Functions are exact interpolators, while 
Global and Local Polynomial Interpolations are inexact. Kriging can be both an exact and 
a filtered interpolator. 
 


The Geostatistical Analyst’s geostatistical model 
 
The geostatistical model for spatial correlation consists of three spatial scales and 
uncorrelated measurement error. The first scale represents spatial continuity on very short 
scales, less than the separation between observations. The second scale represents the 
separation between nearby observations, the neighborhood scale. The third scale 
represents the separation between non-proximate observations, regional scale.  
 
The figure below shows radiocesium soil contamination in southern Belarus as a result of 
the Chernobyl accident. Units are Ci/sq.km. Filled contours show large scale variation in 
contamination, which decreases with increasing distance from the Chernobyl nuclear 
power plant; that is, the mean value is not constant. Using only local data, contour lines 
display detailed variation in radiocesium soil contamination. Contours of cities and 
villages with populations larger than 300 are displayed. Only averaged values of 
radiocesium in these settlements are available, but they are different in different parts of 
the cities. They belong to the third, micro scale of contamination. Measurement errors are 
about 20% of the measured values.  
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The figures below display components of the Geostatistical Analyst’s geostatistical 
model in one dimension. 
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Kriging can reconstruct both large and small scale variations. If data are not precise, 
kriging can filter out either estimated measurement errors or specified ones. However, 
there is no way to reconstruct microscale data variation. As a result, kriging predictions 
are smoother than data variation, see figure below, right. 
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                Predictions 


 
         Predictions, enlarged 


 
The figure above shows the true signal in pink, which we are attempting to reconstruct 
from measurements contaminated by errors, and the filtered kriging prediction in red. In 
addition, the 90% confidence interval is displayed in blue.  
The true signal is neither equal to the data nor to the predictions. As a consequence, the 
estimated prediction uncertainty should be presented together with kriging predictions to 
make the result of the data analysis informative.  
 


Measurement errors and microscale data variation 
 
Extremely precise measurements can be very costly or practically impossible to obtain. 
While this should not limit the use of the data for decision-making, neither should it give 
decision-makers the impression that the maps based on such data are exact.  
 
Most measurements in spatial data contain errors both in attribute values and in locations. 
These occur whenever it is possible to have several different observations at the same 
location.  
 
In the Geostatistical Analyst, you can specify a proportion of the estimated nugget effect 
as microscale variation and measurement variation, or you can ask Geostatistical Analyst 
estimate measurement error for you if you have multiple measurements per location, or 
you can input a value for measurement variation.  
 


Exact versus filtered interpolation 
 
Exact kriging predictions will change gradually and smoothly in space until they get to a 
location where data have been collected, at which point the prediction jumps to the 
measured value. The prediction standard error changes gradually except at the measured 
locations, where it jumps to zero. Jumps are not critical for mapping since the contouring 
will smooth over the details at any given point, but it may be very important for 
prediction of new values to the sampled locations when these predicted values are to be 
used in subsequent computations. 
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The figure below presents 137Cs soil contamination data in some Belarus settlements in 
the northeastern part of the Gomel province. Isolines for 10, 15, 20, and 25 Ci/km2 are 
shown. The map was created with ordinary kriging using the J-Bessel semivariogram. 
Two adjacent measurement locations separated by one mile are circled. These locations 
have radiocesium values of 14.56 and 15.45 Ci/km2, respectively. The safety threshold 
is15 Ci/km2. But the error of 137Cs soil measurements is about 20%, so it would be 
difficult to conclude that either location is safe. Using only raw data, the location with 
14.56 Ci/km2 could be considered safe.  
 


 


 
With data subject to measurement error, one way to improve predictions is to use filtered 
kriging. Taking the nugget as 100% measurement error, the location with the observed 
value of 14.56 Ci/km2 is predicted to be 19.53 Ci/km2, and the location with 15.45 
Ci/km2 is predicted to be 18.31 Ci/km2. Even with the nugget as 50% measurement error 
and 50% microscale variation, the location with the observed value of 14.56 Ci/km2 will 
be predicted to be 17.05 Ci/km2, and the location with the value of 15.45 Ci/km2 will be 
predicted to be 16.88 Ci/km2. Filtered kriging places both locations above 15 Ci/km2. 
People living in and around both locations should probably be evacuated.  
 


Trend or large scale data variation 
 
Trend is another component of the geostatistical model. North of the equator, temperature 
systematically increases from north to south and this large-scale variation exists 
regardless of mountains or ocean. Crop production may change with latitude because 
temperature, humidity, and rainfall change with latitude.  
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We will illustrate concept of trend using winter temperature for one particular day in the 
USA, figure below, left. Mean temperature value is different in the northern and southern 
parts of the country, meaning that data are not stationary. Systematic changes in the data 
are recognizable in the semivariogram surface and graph, figure below right: the surface 
is not symmetric, and there is a very large difference in the empirical semivariogram 
values. 
 


  
 
There is large difference in the semivariogram values in north-south and east-west 
directions, figure below, left and middle.  
 


 
 
In Geostatistical Analyst, large scale variation can be estimated and removed from the 
data. Then the semivariogram surface will become almost symmetrical, figure above, 
right, and the empirical semivariogram will behave similarly in any direction, as it should 
for stationary data. 
 


Kriging neighborhood 
 
Kriging can use all input data. However, there are several reasons for using nearby data 
to make predictions. 
 
First, kriging with large number of neighbors (larger than 100-200 observations) leads to 
the computational problem of solving a large system of linear equations. 
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Second, the uncertainties in semivariogram estimation and measurement make it possible 
that interpolation with a large number of neighbors will produce a larger mean-squared 
prediction error than interpolation with a relatively small number of neighbors. 
Third, using of local neighborhood leads to the requirement that the mean value should 
be the same only in the moving neighborhood, not for the entire data domain. 
 
Geostatistical Analyst provides many options for selecting the neighborhood window. 
You can change the shape of the searching neighborhood ellipse, the number of angular 
sectors, and minimum and maximum number of points in each sector.  
 
The figure below shows two examples of a kriging searching neighborhood. Colored 
circles from dark green to red show the absolute values of kriging weights in percents 
when predicting to the center of the ellipse.  
 


  
 
Kriging weights do not depend simply on the distance between points. 
 


The different types of kriging, their uses, and their assumptions 
 
Just as a well-stocked carpenter’s toolbox contains a variety of tools, so does 
Geostatistical Analyst contain a variety of kriging models. The figure below shows the 
Geostatistical Method Selection dialog. The large choice of options may confuse a 
novice. We will briefly discuss these options in the rest of the paper.  
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Simple, ordinary, and universal kriging predictors are all linear predictors, meaning that 
prediction at any location is obtained as a weighted average of neighboring data. These 
three models make different assumptions about the mean value of the variable under 
study: simple kriging requires a known mean value as input to the model (or mean 
surface, if a local searching neighborhood is used), while ordinary kriging assumes a 
constant, but unknown mean, and estimates the mean value as a constant in the searching 
neighborhood. Universal kriging models local means as a sum of low order polynomial 
functions of the spatial coordinates. This type of model is appropriate when there are 
strong trends or gradients in the measurements.  
 
Indicator kriging was proposed as an alternative to disjunctive and multiGaussian kriging 
(that is linear kriging after data transformation), which require a good understanding of 
the assumptions involved and are difficult to use.  
In indicator kriging, the data are pre-processed. Indicator values are defined for each data 
location as the following: an indicator is set to zero if the data value at the location s is 
below the threshold, and to one otherwise:  


I(s) = I(Z(s) < threshold)= . 
( )
( )






>
<


.,1
;,0


thresholdsZ
thresholdsZ


Then these indicator values are used as input to the ordinary kriging. Ordinary kriging 
produces continuous predictions, and we might expect that prediction at the unsampled 
location will be between zero and one. Such prediction is interpreted as the probability 
that the threshold is exceeded at location s. A prediction equal to 0.71 is interpreted as 
having a 71% chance that the threshold was exceeded. Predictions made at each location 
form a surface that can be interpreted as a probability map of the threshold being 
exceeded. 
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It is safe to use indicator kriging as a data exploration technique, but not as a prediction 
model for decision-making, see Educational and Research Papers.  
 
Disjunctive kriging uses a linear combination of functions of the data, rather than just the 
original data values themselves. Disjunctive kriging assumes that all data pairs come 
from a bivariate normal distribution. The validity of this assumption should be checked in 
the Geostatistical Analyst’s Examine Bivariate Distribution Dialog. When this 
assumption is met, then disjunctive kriging, which may outperform other kriging models, 
can be used. 
 
Often we have a limited number of data measurements and additional information on 
secondary variables. Cokriging combines spatial data on several variables to make a 
single map of one of the variables using information on the spatial correlation of the 
variable of interest and cross-correlations between it and other variables. For example, 
the prediction of ozone pollution may improve using distance from a road or 
measurements of nitrogen dioxide as secondary variables. 
 
It is appealing to use information from other variables to help make predictions, but it 
comes at a price: the more parameters need to be estimated, the more uncertainty is 
introduced.  
All kriging models mentioned in this section can use secondary variables. Then they are 
called simple cokriging, ordinary cokriging, and so on. 
 


Types of Output Maps by Kriging 
 
Below are four output maps created using different Geostatistical Analyst renderers on 
the same data, maximum ozone concentration in California in 1999.  
 


 
Prediction maps are created by contouring many interpolated values, systematically 
obtained throughout the region.  
Standard Error maps are produced from the standard errors of interpolated values, as 
quantified by the minimized root mean squared prediction error that makes kriging 
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optimum.  
Probability maps show where the interpolated values exceed a specified threshold. 
Quantile maps are probability maps where the thresholds are quantiles of the data 
distribution. These maps can show overestimated or underestimated predictions.  
 


Transformations 
 
Kriging predictions are best if input data are Gaussian, and Gaussian distribution is 
needed to produce confidence intervals for prediction and for probability maping.  
Geostatistical Analyst provides the following functional transformations: Box-Cox (also 
known as power transformation), logarithmic, and arcsine. The goal of functional 
transformations is to remove the relationship between the data variance and the trend.  
When data are composed of counts of events, such as crimes, the data variance is often 
related to the data mean. That is, if you have small counts in part of your study area, the 
variability in that region will be larger than the variability in region where the counts are 
larger. In this case, the square root transformation will help to make the variances more 
constant throughout the study area, and it often makes the data appear normally 
distributed as well.  
 
The arcsine transformation is used for data between 0 and 1. The arcsine transformation 
can be used for data that consists of proportions or percentages. Often, when data consists 
of proportions, the variance is smallest near 0 and 1 and largest near 0.5. Then the arcsine 
transformation often yields data that has constant variance throughout the study area and 
often makes the data appear normally distributed as well.  
Kriging using power and arcsine transformations is known as transGaussian kriging.  
 
The log transformation is used when the data have a skewed distribution and only a few 
very large values. These large values may be localized in your study area. The log 
transformation will help to make the variances more constant and normalize your data.  
 
Kriging using logarithmic transformations called lognormal kriging. 
 
The normal score transformation is another way to transform data to Gaussian 
distribution. The bottom part of the graph in figure below shows the process of 
transformation of the cumulative distribution function of the original data to the standard 
normal distribution, red lines, and back transformation, yellow lines. 
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The goal of the normal score transformation is to make all random errors for the whole 
population be normally distributed. Thus, it is important that the cumulative distribution 
from the sample reflect the true cumulative distribution of the whole population.  
The fundamental difference between the normal score transformation and the functional 
transformations is that the normal score transformation transformation function changes 
with each particular dataset, whereas functional transformations do not (e.g., the log 
transformation function is always the natural logarithm).  
 


Diagnostic 
 
You should have some idea of how well different kriging models predict the values at 
unknown locations. Geostatistical Analyst diagnostics, cross-validation and validation, 
help you decide which model provides the best predictions. Cross-validation and 
validation withhold one or more data samples and then make a prediction to the same 
data locations. In this way, you can compare the predicted value to the observed value 
and from this get useful information about the accuracy of the kriging model, such as the 
semivariogram parameters and the searching neighborhood.  
 
The calculated statistics indicate whether the model and its associated parameter values 
are reasonable. Geostatistical Analyst provides several graphs and summaries of the 
measurement values versus the predicted values. The screenshot below shows the cross- 
validation dialog and the help window with explanations on how to use calculated cross-
validation statistics. 
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The graph helps to show how well kriging is predicting. If all the data were independent 
(no spatial correlation), every prediction would be close to the mean of the measured 
data, so the blue line would be horizontal. With strong spatial correlation and a good 
kriging model, the blue line should be closer to the 1:1 line.  
 
Summary statistics on the kriging prediction errors are given in the lower left corner of 
the dialog above. You use these as diagnostics for three basic reasons:  


• You would like your predictions to be unbiased (centered on the measurement 
values). If the prediction errors are unbiased, the mean prediction error should be 
near zero.  


• You would like your predictions to be as close to the measurement values as 
possible. The root-mean-square prediction errors are computed as the square root 
of the average of the squared difference between observed and predicted values. 
The closer the predictions are to their true values the smaller the root-mean-square 
prediction errors.  


• You would like your assessment of uncertainty to be valid. Each of the kriging 
methods gives the estimated prediction standard errors. Besides making 
predictions, we estimate the variability of the predictions from the measurement 
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values. If the average standard errors are close to the root-mean-square prediction 
errors, then you are correctly assessing the variability in prediction.  


 
Reproducible research  


 
It is important, that given the same data, another analyst will be able to re-create the 
research outcome used in a paper or report. If software has been used, the implementation 
of the method applied should also be documented. If arguments used by the implemented 
functions can take different values, then these also need documentation.  
A geostatistical layer stores the sources of the data from which it was created (usually a 
point feature layers), the projection, symbology, and other data and mapping 
characteristics, but it also stores documentation that could include the model parameters 
from the interpolation, including type of or model for data transformation, covariance and 
cross-covariance models, estimated measurement error, trend surface, searching 
neighborhood, and results of validation and cross-validation.  
You can send a geostatistical layer to your colleagues to provide information on your 
kriging model.  
 


Summary on Modeling using Geostatistical Analyst 
 
Typical scenario of data processing using Geostatistical Analyst is the following (see also 
scheme below):  


• Looking at the data using GIS functionality 
• Learning about the data using interactive Exploratory Spatial Data Analysis tools 
• Selecting a model based on result of data exploration  
• Choosing the model’s parameters using a wizard 
• Performing cross-validation and validation diagnostic of the kriging model 
• Depending on the result of the diagnostic, doing more modeling or creating a 


sequence of maps. 
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Selected References  
 
Geostatistical Analyst manual. 
http://store.esri.com/esri/showdetl.cfm?SID=2&Product_ID=1138&Category_ID=121 
 
Educational and research papers available from ESRI online at 
http://www.esri.com/software/arcgis/extensions/geostatistical/research_papers.html. 
 
Bailey, T. C. and Gatrell, A. C. (1995). Interactive Spatial Data Analysis. Addison Wesley 
Longman Limited, Essex. 
 
Cressie, N. (1993). Statistics for Spatial Data, Revised Edition, John Wiley & Sons, New York.  
 


Announcement 
 
ESRI Press plans to publish a book by Konstantin Krivoruchko on spatial statistical data 
analysis for non-statisticians. In this book  
• A probabilistic approach to GIS data analysis will be discussed in general and 


illustrated by examples. 
• Geostatistical Analyst’s functionality and new geostatistical tools that are under 


development will be discussed in detail. 
• Statistical models and tools for polygonal and discrete point data analysis will be 


examined. 
• Case studies using real data, including Chernobyl observations, air quality in the 


USA, agriculture, census, business, crime, elevation, forestry, meteorological, and 
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fishery will be provided to give reader a practice dealing with the topics discussed in 
a book. Data will be available on the accompanying CD. 
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Section 1 : Manning's n
Introduction


Go to Section 2


Abstract


Although much research has been done on Manning's roughness coefficient, n, for stream
channels, very little has been done concerning the roughness values for densely vegetated
flood plains. The n value is determined from the values of the factors that affect the roughness
of channels and flood plains. In densely vegetated flood plains, the major roughness is caused
by trees, vines, and brush. The n value for this type of flood plain can be determined by
measuring the vegetation density of the flood plain.


Photographs of flood-plain segments where n values have been verified can be used as a
comparison standard to aid in assigning n values to similar flood plains.


Introduction


Roughness coefficients represent the resistance to flood flows in channels and flood plains.
The results of Manning's formula, an indirect computation of stream flow, have applications in
flood-plain management, in flood insurance studies, and in the design of bridges and highways
across flood plains.


Manning's formula is:


(1)


where:


V=mean velocity of flow, in meters per second
R=hydraulic radius, in meters
Se =slope of energy grade line, in meters per meter.
n =Manning's roughness coefficient.


When many calculations are necessary in using Meaning's formula, using a conveyance term is
sometimes convenient. Conveyance is defined as:







(2)


where:


K= conveyance of the channel, in cubic meter per second
A=cross-sectional area of channel, in square meters
R=hydraulic radius, in meters
n =Manning's roughness coefficient.


The term K, known as the conveyance of the channel section, is a measure of the carrying
capacity of the channel section.


Suggested values for Manning's n , tabulated according to factors that affect roughness, are
found in Chow (1959), Henderson (1966), and Streeter (1971). Roughness characteristics of
natural channels are given by Barnes (1967). Barnes presents photographs and cross sections
of typical rivers and creeks and their respective n values.


It would be impractical in this guide to record all that is known about the selection of the
Manning's roughness coefficient, but many textbooks and technique manuals contain
discussions of the factors involved in the selection. Three publications that augment this guide
are Barnes (1967), Chow (1959), and Ree (1954). Although much research has been done to
determine roughness coefficients for open-channel flow (Carter and others, 1963), less has
been done for densely vegetated flood plains, coefficients for which are typically very different
from those for channels.


The step-by-step procedures described in this guide outline methods for determining Manning's
n values for natural channels and flood plains. The n values are used to compute the flow
information needed by engineers in the design of highways that cross these environments.


Aldridge and Garrett (1973) attempted to systematize the selection of roughness coefficients for
Arizona streams. In this guide, we attempt to broaden the scope of that work; in particular, to
describe procedures for the selection of roughness coefficients for densely vegetated flood
plains.


There is a tendency to regard the selection of roughness coefficients as either an arbitrary or
an intuitive process. Specific procedures can be used to determine the values for roughness
coefficients in channels and flood plains. The n values for channels are determined by
evaluating the effects of certain roughness factors in the channels. Two methods also are
presented to determine the roughness coefficients of flood plains. One method, similar to that
for channel roughness, involves the evaluation of the effects of certain roughness factors in the
flood plain. The other method involves the evaluation of the vegetation density of the flood plain
to determine the n value. This second method is particularly suited to handle roughness for
densely wooded flood plains. Photographs of flood plains that have known n values are
presented for comparison to flood plains that have unknown n values.







Methods


Values of the roughness coefficient, n , may be assigned for conditions that exist at the time of
a specific flow event, for average conditions over a range in stage, or for anticipated conditions
at the time of a future event. The procedures described in this report are limited to the selection
of roughness coefficients for application to one-dimensional, open-channel flow. The values are
intended mostly for use in the energy equation as applied to one-dimensional, open-channel
flow, such as in a slope-area or step-backwater procedure for determining flow.


The roughness coefficients apply to a longitudinal reach of channel and (or) flood plain. A
hypothetical reach of a channel and flood plain is shown in Figure 1 . The cross section of the
reach may be of regular geometric shape (such as triangular, trapezoidal, or semicircular) or of
an irregular shape typical of many natural channels. The flow may be confined to one or more
channels, and, especially during floods, the flow may occur both in the channel and in the flood
plain. Such cross sections may be termed compound channels, consisting of channel and
flood-plain subsections. Cross sections are typically divided into subsections at points where
major roughness or geometric changes occur, such as at the juncture of dense woods and
pasture or flood plain and main channel. However, subsections should reflect representative
conditions in the reach rather than only at the cross section. Roughness coefficients are
determined for each subsection, and the procedures described herein apply to the selection of
roughness coefficients for each subsection.  


There are several means of composting the results to obtain an equivalent n value for a stream
cross section. These procedures, summarized by Chow (1959, p. 136), use each of the
following three assumptions:


the mean velocity in each subsection of the cross section is the same1.  


the total force resisting the flow is equal to the sum of the forces resisting the flows in the
subdivided areas


2.  


the total discharge of the flow is equal to the sum of the discharges of the subdivided
areas.


3.  


Also, the slope of the energy grade line is assumed to be the same for each of the subsections.
In some cases, computing the equivalent n value is not necessary. Instead, the subsection
conveyances, which are additive, are computed by employing assumption 3 to obtain the total
conveyance for the cross section.


Roughness values for flood plains can be quite different from values for channels; therefore,
roughness values for flood plains should be determined independently from channel values. As
in the computation of channel roughness, a base roughness (nb) is assigned to the flood plain,
and adjustments for various roughness factors are made to determine the total n value for the
flood plain.


Seasonal variability of roughness coefficients should be considered. Floods often occur during
the winter when there is less vegetation. Thus, the field surveys, including photographs, may
not be completed until spring when vegetation growth is more dense. A variable roughness
coefficient may be needed to account for these seasonal changes.







In developing the ability to assign n values, reliance must be placed on n values that have been
verified. A verified n value is one that has been computed from known cross-sectional geometry
and discharge values.


Channel n Values


The most important factors that affect the selection of channel n values are:
the type and size of the materials that compose the bed and banks of the channel1.  


the shape of the channel.2.  


Cowan (1956) developed a procedure for estimating the effects of these factors to determine
the value of n for a channel. The value of n may be computed by


n=(nb +n1 +n2 +n3 +n4)m     (3)


where :


nb =a base value of n for a straight, uniform, smooth channel in natural materials
n1 =a correction factor for the effect of surface irregularities
n2 = a value for variations in shape and size of the channel cross section,
n3 =a value for obstructions
n4 =a value for vegetation and flow conditions
m=a correction factor for meandering of the channel


Base n Values (nb) for Channels


In the selection of a base n value for channel subsections, the channel must be classified as a
stable channel or as a sand channel.


A stable channel is defined as a channel in which the bed is composed of firm soil, gravel,
cobbles, boulders, or bedrock and the channel remains relatively unchanged throughout most
of the range in flow. modified from Aldridge and Garrett, 1973) lists base nb values for stable
channels and sand channels.  The bases values of Benson and Dalrymple (1967) apply to
conditions that are close to average, whereas Chow's (1959) base values are for the smoothest
reach attainable for a given bed material.


Barnes (1967) cataloged verified n values for stable channels having roughness coefficients
ranging from 0.024 to 0.075. In addition to a description of the cross section, bed material, and
flow conditions during the measurement, color photographs of the channels were provided.


A sand channel is defined as a channel in which the bed has an unlimited supply of sand. By
definition, sand ranges in grain size from 0.062 to 2mm. Resistance to flow varies greatly in
sand channels because the bed material moves easily and takes on different configurations or
bed forms. Bed form is a function of velocity of flow, grain size, bed shear, and temperature.







The flows that produce the bed forms are classified as lower regime flow and upper regime
flow, according to the relation between depth and discharge (Fig. 2). The lower regime flow
occurs during low discharges, and the upper regime flow occurs during high discharges. An
unstable discontinuity, called a transitional zone, appears between the two regimes in the depth
to discharge relation (Fig. 3) . In lower regime flow, the bed may have a plane surface and no
movement of sediment, or the bed may be deformed and have small uniform waves or large
irregular saw-toothed waves formed by sediment moving downstream. The smaller waves are
known as ripples, and the larger waves are known as dunes. In upper regime flow, the bed may
have a plane surface and sediment movement or long, smooth sand waves that are in phase
with the surface waves. These waves are known as standing waves and antidunes. Bed forms
on dry beds are remnants of the bed forms that existed during receding flows and may not
represent flood stages.


Figure 1. A Schematic and Cross Sections of Hypothetical Reach of a Channel
and Flood Plain Showing Subdivisions Used in Assigning n Values







Table 1. Base Values of Manning's n
    Base n Value


Bed Material Median Size of bed material
(in millimeters)


Straight Uniform Channel1 Smooth Channel2


Sand Channels
Sand3 0.2


.3


.4


.5


.6


.8
1.0


0.012
.017
.020
.022
.023
.025
.026


--
--
--
--
--
--
--


Stable Channels and Flood Plains
Concrete
Rock Cut
Firm Soil
Coarse Sand
Fine Gravel
Gravel
Coarse Gravel
Cobble
Boulder


--
--
--
1-2
--
2-64
--
64-256
>256


0.012-0.018
--
0.025-0.032
0.026-0.035
--
0.028-0.035
--
0.030-0.050
0.040-0.070


0.011
.025
.020
--
.024
--
.026
--
--


[Modified from Aldridge & Garret, 1973, Table 1 --No data
1Benson & Dalrymple --No data
2 For indicated material; Chow( 1959)
3 Only For Upper regime flow where grain roughness is predominant


The flow regime is governed by the size of the bed materials and the stream power, which is a
measure of energy transfer. Stream power (SP) is computed by the formula


  


SP =  γ RS wV            (4)


where:


SP = Stream Power, in newton-meters per second
per square meter.
γ =specific weight of water, in Newtons per cubic meter
R=hydraulic radius, in meters
SW = water surface slope, in meter per meter
V= mean velocity, in meters per second


The values in for sand channels are for upper regime flows and are based on extensive
laboratory and field data obtained by the U.S. Geological Survey. When using these values, a
check must be made to ensure that the stream power is large enough to produce upper regime
flow (Fig. 2). Although the base n values given in for stable channels are from verification
studies, the values have a wide range because the effects of bed roughness are extremely
difficult to separate from the effects of other roughness factors. The choice of n values selected







from Table 1 will be influenced by personal judgment and experience. The n values for lower
and transitional-regime flows are much larger generally than the values given in Table 1 for
upper regime flow. Simons, Li, and Associates (1982) give a range of n values commonly found
for different bed forms.


The n value for a sand channel is assigned for upper regime flow by using Table 1 , which
shows the relation between median grain size and the n value. The flow regime is checked by
computing the velocity and stream power that correspond to the assigned n value. The
computed stream power is compared with the value that is necessary to cause upper regime
flow (see Fig. 2, from Simons and Richardson, 1966, Fig 28). If the computed stream power is
not large enough to produce upper regime flow (an indication of lower regime or
transitional-zone flow), a reliable value of n cannot be assigned. The evaluation of n is
complicated by bed-form drag. Different equations are needed to describe the bed forms. The
total n value for lower and transitional-regime flows can vary greatly and depends on the bed
forms present at a particular time. Figure 3 illustrates how the total resistance in a channel
varies for different bed forms.  


Limerinos (1970) related n to hydraulic radius and particle size on the basis of samples from 11
stream channels having bed material ranging from small gravel to medium-sized boulders.
Particles have three dimensions- length, width, and thickness-and are oriented so that length
and width are parallel to the plane of the stream bed. Limerinos related n to minimum diameter
(thickness) and to intermediate diameter (width). His equation using intermediate diameter
appears to be the most useful because this dimension is the most easy to measure in the field
and to estimate from photographs.


The equation for n using intermediate diameter is:
  


   (5)


 


where:


R=hydraulic radius, in meters
d 84 = the particle diameter, in meters, that
equals or exceeds the
diameter of 84 percent of the particles
(determined from a sample of about 100
randomly distributed particles)


Limerinos selected reaches having a minimum amount of roughness, other than that caused by
bed material, and corresponding to the average base values given by Benson and Dalrymple
(1967) shown in .







Burkham and Dawdy (1976) showed that Equation 5 applies to upper regime flow in sand
channels. If a measured d84 is available or can be estimated, Equation 5 may be used to obtain
a base n for sand channels in lieu of using .


Figure 2. Relation of Stream Power and Median Grain Size to Flow Regime (from HIRE,
Fig 3.4.4)







Figure 3. Forms and Bed Roughness in Sand-Bed Channels


Go to Section 2


Go to Section 2
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Adjustment Factors for Channel n Values
The nb values selected from Table 1 or computed from the Limerinos equation are for straight channels
of nearly uniform cross-sectional shape.Channel irregularities, alignment, obstructions, vegetation, and
meandering increase the roughness of a channel. The value for n must be adjusted accordingly by adding
increments of roughness to the base value, nb, for each condition that increases the roughness. The
adjustments apply to stable and sand channels. Table 2 modified from Aldridge and Garrett (1973), gives
ranges of adjustments for the factors that affect channel roughness for the prevailing channel conditions.
The average base values of Benson and Dalrymple (1967) from Table 1 and the values computed from
Equation 5 apply to near-average conditions and, therefore, require smaller adjustments than do the
smooth-channel base values of Chow (1959). Likewise, the adjustments (from Table 2 ) made to base
values of Benson and Dalrymple (1967) should be reduced slightly.


Depth of flow must be considered when selecting n values for channels. If the depth of flow is shallow in
relation to the size of the roughness elements, the n value can be large. The n value decreases with
increasing depth, except where the channel banks are much rougher than the bed or where dense brush
overhangs the low-water channel.


Irregularity (n1)


Where the ratio of width to depth is small, roughness caused by eroded and scalloped banks,
projecting points, and exposed tree roots along the banks must be accounted for by fairly
large adjustments. Chow (1959) and Benson and Dalrymple (1967) showed that severely
eroded and scalloped banks can increase n values by as much as 0.02. Larger adjustments
may be required for very large, irregular banks that have projecting points.


Variation in Channel Cross Section (n2)


The value of n is not affected significantly by relatively large changes in the shape and size
of cross sections if the changes are gradual and uniform. Greater roughness is associated
with alternating large and small cross sections and sharp bends, constrictions, and
side-to-side shifting of the low-water channel. The degree of the effect of changes in the size
of the channel depends primarily on the number of alternations of large and small sections
and secondarily on the magnitude of the changes. The effects of abrupt changes may extend
downstream for several hundred meters. The n value for a reach below a disturbance may







require adjustment, even though none of the roughness-producing factors are apparent in the
study reach. A maximum increase in n of 0.003 will result from the usual amount of channel
curvature found in designed channels and in the reaches of natural channels used to compute
discharge (Benson and Dalrymple. 1967).


Obstruction (n3)


Obstructions, such as logs, stumps, boulders, debris, pilings, and bridge piers-disturb the
flow pattern in the channel and increase roughness. The amount of increase depends on the
shape of the obstruction; the size of the obstruction in relation to that of the cross section;
and the number, arrangement, and spacing of obstructions. The effect of obstructions on the
roughness coefficient is a function of the flow velocity. When the flow velocity is high, an
obstruction exerts a sphere of influence that is much larger than the obstruction because the
obstruction affects the flow pattern for considerable distances on each side. The sphere of
influence for velocities that generally occur in channels that have gentle to moderately steep
slopes is about three to five times the width of the obstruction. Several obstructions can
create overlapping spheres of influence and may cause considerable disturbance, even
though the obstructions may occupy only a small part of a channel cross section. Chow
(1959) assigned adjustment values to four levels of obstruction: negligible, minor,
appreciable, and severe (Table 2).


Vegetation (n4)


The extent to which vegetation affects n depends on the depth of flow, the percentage of the
wetted perimeter covered by the vegetation, the density of vegetation below the high-water
line, the degree to which the vegetation is flattened by high water, and the alignment of
vegetation relative to the flow. Rows of vegetation that parallel the flow may have less
effect than rows of vegetation that are perpendicular to the flow. The adjustment values
given in Table 2 apply to constricted channels that are narrow in width. In wide channels
having small depth-to-width ratios and no vegetation on the bed, the effect of bank
vegetation is small, and the maximum adjustment is about 0.005. If the channel is relatively
narrow and has steep banks covered by dense vegetation that hangs over the channel, the
maximum adjustment is about 0.03. The larger adjustment values given in Table 2 apply
only in places where vegetation covers most of the channel.


Click here to view Table 2. Adjustment values for factors that affect the roughness of a
channel







Meandering (m)


The degree of meandering, m, depends on the ratio of the total length of the meandering
channel in the reach being considered to the straight length of the channel reach. The
meandering is considered minor for ratios of 1.0 to 1.2, appreciable for ratios of 1.2 to 1.5,
and severe for ratios of 1.5 and greater. According to Chow (1959), meanders can increase
the n values by as much as 30 percent where flow is confined within a stream channel. The
meander adjustment should be considered only when the flow is confined to the channel.
There may be very little flow in a meandering channel when there is flood-plain flow.


Flood Plain n Values
Roughness values for channels and flood plains should be determined separately. The composition,
physical shape, and vegetation of a flood plain can be quite different from those of a channel.


Modified Channel Method


By altering Cowan's (1956) procedure that was developed for estimating n values for
channels, the following equation can be used to estimate n values for a flood plain:


n=(nb +n1 +n2 +n3 +n4)m                                                               (6)


where:


nb =a base value of n for the flood plain's natural bare soil surface
n1 =a correction factor for the effect of surface irregularities on the flood plain
n2 =a value for variations in shape and size of the flood-plain cross section, assumed to
equal 0.0
n3 =a value for obstructions on the flood plain
n4 =a value for vegetation on the flood plain
m=a correction factor for sinuosity of the flood plain, equal to 1.0


By using Equation 6, the roughness value for the flood plain is determined by selecting a
base value of nb for the natural bare soil surface of the flood plain and adding adjustment
factors due to surface irregularity, obstructions, and vegetation. The selection of an nb value
is the same as outlined for channels in Channel n Values. See Table 3 for n value
adjustments for flood plains. The adjustment for cross-sectional shape and size is assumed
to be 0.0. The cross section of a flood plain is subdivided where abrupt changes occur in the
shape of the flood plain. The adjustment for meandering is assumed to be 1.0 because there
may be very little flow in a meandering channel when there is flood-plain flow. In certain
cases where the roughness of the flood plain is caused by trees and brush, the roughness
value for the flood plain can be determined by measuring the vegetation density of the flood
plain rather than by directly estimating from Table 3. (see Vegetation-Density Method).







Adjustment Factors for Flood-Plain n Values


Surface Irregularities (m)


Irregularity of the surface of a flood plain causes an increase in the roughness of the flood
plain. Such physical factors as rises and depressions of the land surface and sloughs and
hummocks increase the roughness of the flood plain. A hummock is a low mound or ridge
of earth above the level of an adjacent depression. A slough is a stagnant swamp, marsh,
bog, or pond.


Shallow water depths, accompanied by an irregular ground surface in pasture land or brush
land and by deep furrows perpendicular to the flow in cultivated fields, can increase the n
values by as much as 0.02.


Obstruction (n3)


The roughness contribution of some obstructions on a flood plain, such as debris deposits,
stumps, exposed roots, logs, or isolated boulders, cannot be measured directly but must be
considered. Table 3 lists values of roughness for different percentages of obstruction
occurrence.


Vegetation (n4)


Visual observation, judgment, and experience are used in selecting adjustment factors for
the effects of vegetation from Table 3. An adjustment factor for tree trunks and other
measurable obstacles is described in the Vegetation-Density Method. Although measuring
the area occupied by tree trunks and large diameter vegetation is relatively easy, measuring
the area occupied by low vines, briars, grass, or crops is more difficult (Table 3).


In the case of open fields and crop land on flood plains, several references are available to
help determine the roughness factors. Ree and Crow (1977) conducted experiments to
determine roughness factors for gently sloping earthen channels planted with wheat,
sorghum, lespedeza, or grasses. The roughness factors were intended for application in the
design of diversion terraces. However, the data can be applied to the design of any terrace,
or they can be used to estimate the roughness of cultivated flood plains.


Chow (1959) presents a table showing minimum, normal, and maximum values of n for
flood plains covered by pasture and crops. These values are helpful for comparing the
roughness values of flood plains having similar vegetation.


Click here to view Table 3. Adjustment values for factors that affect the roughness of a
channel
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Section 3 : Manning's n
Methods for Assigning n Values for Channels


Go to Section 4


Vegetation-Density Method


For a wooded flood plain, the vegetation-density method can be used as an alternative to the
previous method for determining n values for flood plains. In a wooded flood plain, where the tree
diameters can be measured, the vegetation density of the flood plain can be determined.


Determining the vegetation density is an effective way of relating plant height and density
characteristics, as a function of depth of flow, to the flow resistance of vegetation. Application of
the flow-resistance model presented below requires an estimate of the vegetation density as a
function of depth of flow. The procedure requires a direct or indirect determination of vegetation
density at a given depth. If the change in n value through a range in depth is required, then an
estimation of vegetation density through that range is necessary.


Techniques for Determining Vegetation Density


Petryk and Bosmajian (1975) developed a method of analysis of the vegetation density
to determine the roughness coefficient for a densely vegetated flood plain. By
assuming the forces in the longitudinal direction of a reach and substituting in the
Manning's formula, they developed the following equation:


                                                      (7)


where:


no =Manning's boundary-roughness coefficient,
excluding the effect of the vegetation (a base n),
C* =the effective-drag coefficient for the vegetation in
the direction of flow,
ΣAi =the total frontal area of vegetation blocking the
flow in the reach, in square meters,
g=the gravitational constant, in meters per square second,
A =the cross-sectional area of flow, in square meters
L=the length of channel reach being considered, in meters,
R=the hydraulic radius, in meters.


Equation 7 gives the n value in terms of the boundary roughness, no, the hydraulic
radius, R. the effective-drag coefficient, C*, and the vegetation characteristics, ΣAi/AL.







The vegetation density, Vegd, in the cross-section is represented by:


                                                                                      (8)


The boundary roughness, no, can be determined from the following equation:
no =nb +n1 +n2 +n3 +n4' (9)


The definition of the roughness factors no and n1 through n3 are the same as those in
Equation 6 and are determined by using. The n4' factor, which could not be measured
directly in the Vegd term, is for vegetation, such as brush and grass, on the surface of
the flood plain. The n4' factor is defined in the small to medium range in Table 3
because the tree canopy will prohibit a dense undergrowth in a densely wooded area.


The hydraulic radius, R, is equal to the cross-sectional area of flow divided by the
wetted perimeter; therefore, in a wide flood plain the hydraulic radius is equal to the
depth of flow. An effective-drag coefficient for densely wooded flood plains can be
selected from Figure 4 , a graph of effective-drag coefficient for verified n values
versus hydraulic radius of densely wooded flood plains.


Indirect Technique


Figure 4. Effective-drag Coefficient for Verified n Values versus the
Hydraulic Radius of Wide, Wooded Flood Plains


A vegetation resistivity value, Vegr, can be determined through indirect







methods (Petryk and Bosmajian, 1975). When flood data that include a
measured discharge and depth of flow are available, hydraulic analysis can
be made, and the roughness can be determined for a flood plain. By
rearranging Equation 7 and by using the hydraulic radius and n value
computed from the discharge measurement and an assumed no, the
vegetation resistivity for the reported flood can be determined from:   


                                                     
(10)


The value of Vegr, determined at this known depth of flow can be used to
estimate Vegr, for other depths by estimating the change in the density of
growth. An estimate of the change in density can be done from pictorial or
physical descriptions of the vegetation. By evaluating the change in Vegr,
an evaluation of the n value as a function of flow depth can be determined.


Direct Technique


Tree trunks are major contributors to the roughness coefficient in a densely
wooded flood plain. Where trees are the major factor, the vegetation
density can be easily determined by measuring the number of trees and
trunk sizes in a representative sample area. The n value as a function of
height can be computed by using Equation 7.


A representative sample area must be chosen on the cross-section to
represent the roughness of the cross-section accurately. The flood plain
can be divided into subsections on the basis of geometric and (or)
roughness differences in the cross-section. The vegetation density is
determined for each subsection.


The sampling area must be representative of the roughness coefficient of
the cross-section. By closely examining the cross-section in the field, a
representative sample area can be chosen. Another way to more
accurately determine the roughness coefficient is to select several
representative areas and compare the results. cross-sections should be
divided into subsections when changes in roughness properties occur.


All of the trees, including vines, in the sampling area must be counted, and
the diameters must be measured to the nearest 0.1 m. Each tree diameter
is measured to give an average diameter for the expected flow depth of the
sample area.


Determining the area occupied by trees within the sampling area is not
difficult. A sampling area 30 meters along the cross-section by 15 meters
in the flow direction is adequate to determine the vegetation density of an







area when the sample area is representative of the flood plain. A 30
meters tape is stretched out perpendicular to the flow direction in the
sample area. Every tree within 7.5 meters along either side of the 30 meter
tape is counted. The position of the tree is plotted on a grid system by
measuring the distance to each tree from the center line along the 30
meter tape, and the diameter of the tree is recorded on the grid system
(see Fig. 5).


The area, S Ai, occupied by trees in the sampling area can be computed
from the number of trees, their diameter, where and the depth of flow in the
flood plain. Once the vegetation area, SAi , is determined, the vegetation
density can be computed by using Equation 8 , and the n value for the
subsection can be determined by using Equation 7 and appropriate values
for no , R, and C* . Equation 8 can be simplified to:


(11)


where:


Σnidi =the summation of number of trees multiplied by tree
diameter, in meters,
h =height of water on flood plain, in meters,
w =width of sample area, in meters,
l =length of sample area, in meters.


To compute n for a flood plain by using the direct method for vegetation
density, first choose a representative sample area along the cross-section.
The Vegd of the sample area is determined by measuring the number and
diameter of trees in the 30 meters by 15 meters area. This is done easily
by plotting the location and diameter of the trees, as in the sample area on
the grid shown in Figure 5 .


The following table presents data from Poley Creek. The total number of
trees listed by diameter are summarized.


Site: Poley Creek, Cross-Section 2, March 14, 1979
Total Number of Trees (n i) Tree Diameters in Meters (d i) (n i) (d i)







128
65
10


9
8
7
5
6
2
3
1
1
1


.035


.061


.091


.122


.152


.183


.213


.244


.274


.305


.335


.396


.427


3.901
3.962
3.914
1.097
1.219
1.280
1.067
1.463


.549


.914


.335


.396
0.427


where:


Σ ni di =the summation of number of trees multiplied by
tree diameter,
in meters
h =height of water on flood plain, in meters
w =width of sample area, in meters
l =length of sample area, in meters


A value for flow depth is determined for the flood plain and is assumed to
equal the hydraulic radius, R. for the flood plain. An effective-drag
coefficient, C*, is selected from Figure 4. The boundary roughness, no, is
determined for the flood plain by using Equation 9 , and the n for the flood
plain is computed by using Equation 7.
no =0.025, C* =11.0, R=0.844 meters


n = 0.134







Figure 5. Example Measurement of Vegetation Showing Diameter and Location in
Representative Sample Area


Photographs of Flood Plains


The following series of photographs (Figure 6 through Figure 20) represents densely vegetated
flood plains for which roughness coefficients have been verified. The coefficients for these sites
were determined as a part of a study on computation of backwater and discharge at width
constrictions of heavily vegetated flood plains (Schneider and others, 1977). By using these
photographs for comparison with other field situations, n values can then be used to verify n
values computed by other methods.


Information appearing with the photographs includes n value determined for the area, date of
flood, date photograph was taken, and depth of flow on the flood plain. A description of the flood
plain includes values of vegetation density, effective drag coefficient, and base roughness.







Several reports present photographs of channels for which roughness coefficients are known that
would be helpful in determining roughness values of other areas. Barnes (1967) presented
photographs of natural, stable channels having known n values ranging from 0.023 to 0.075; a few
flood plains were included in the report.


Ree and Crow (1977) conducted experiments to determine friction factors for earthen channels
planted with certain crops and grasses. The values that were determined may be used to help
estimate the roughness of flood plains planted with the type of vegetation used in their
experiments. Photographs and brief descriptions of the vegetation are given, and a tabulation of
the hydraulic elements is included.


Aldridge and Garrett (1973) presented photographs of selected Arizona channels and flood plains
having known roughness coefficients. Included with the photographs are descriptions of channel
geometry and the roughness factors involved in assigning an n value for the site.


Chow (1959) presented photographs of a number of typical channels, accompanied by brief
descriptions of the channel conditions and the corresponding n values.


Computed roughness coefficient: Manning's n=0.10
Date of flood: February 21, 1974
Date of photograph: February 13, 1979
Depth of flow on flood plain: 0.73 meters
Description of flood plain: The vegetation of the flood plain is primarily trees, including
oak, gum, and pine. The base is firm soil and has slight surface irregularities. Obstructions
are negligible (a few downed trees and limbs). Ground cover and vines are negligible.
Vegd=0.0220 , and C*=12.0. The selected values are nb=0.025, n1=0.005, n3=0.005, and
no=0.035.


Note: Vegd should be 0.0067 ft-1(ft/0.3048m) = .0220







Figure 6. Cypress Creek Near Downsville, La. (Arcement, Colson, and Ming, 1979a, HA-603,
cross-section 3)


 


Computed roughness coefficient: Manning's n=0.11
Date of flood: March 18, 1973
Date of photograph: February 14, 1979
Depth of flow on flood plain: 1.01 meters
Description of flood plain: The vegetation of the flood plain is primarily large, tall trees,
including oak, gum, ironwood, and pine. The base is firm soil and is smooth. Obstructions
are few and ground cover and undergrowth are sparse. Vegd=0.0220, and C*=8.8, The
selected values are nb=0.020, n1=0.002, n3=0.003, and no=0.025.


Figure 7. Bayou de Lourte Near Farmerville, La. (Schnieder and others, 1977, cross-Section
2)


 







Computed roughness coefficient: Manning's n=0.11
Date of flood: March 18, 1973
Date of photograph: February 14, 1979
Depth of flow on flood plain: 1.13 meters
Description of flood plain: The vegetation of the flood plain is primarily large, tall trees,
including oak, gum, ironwood, and pine. The base is firm soil and has slight surface
irregularities and obstructions caused by downed trees and limbs. Ground cover and
undergrowth are negligible. Vegd=0.0246, and C*=7.7, The selected values are nb=0.020,
n1=0.002, n3=0.003, and no=0.025.


Figure 8. Bayou de Lourte Near Farmerville, La. (Schnieder and others, 1977, cross-section
3)


 







Computed roughness coefficient: Manning's n=0.11
Date of flood: March 18, 1973
Date of photograph: February 14, 1979
Depth of flow on flood plain: 0.914 meters
Description of flood plain: The Vegetation of the flood plain is primarily trees, including
oak, gum, ironwood, and pine. The base is firm soil and has slight surface irregularities
and obstructions caused by downed trees and limbs. Ground cover and undergrowth are
negligible. Vegd=0.0236, and C*=8.0, The selected values are nb=0.020, n1=0.002,
n3=0.003, and no=0.025.


Figure 9. Bayou de Lourte Near Farmerville, La. (Schnieder and others, 1977, cross-section
3)


 







Computed roughness coefficient: Manning's n=0.11
Date of flood: February 22, 1971.
Date of photograph: April 5, 1979
Depth of flow on flood plain: 1.128 meters
Description of flood plain: The vegetation of the flood plain is primarily trees, including
oak, gum, and ironwood. The base is silty soil and has slight surface irregularities.
Obstructions are few, and some flood debris is present. Ground cover is short weeds and
undergrowth is minimal. Vegd=0.0253, and C*=10.2, The selected values are nb=0.020,
n1=0.002, n4=0.005, and no=0.027.


Figure 10. Coldwater River Near Red Banks, Miss. (Colson, Arcement, and Ming, 1979,
HA-593, cross-section 2)


 







Computed roughness coefficient: Manning's n=0.11
Date of flood: February 22, 1971.
Date of photograph: April 5, 1979
Depth of flow on flood plain: .914 meters
Description of flood plain: The vegetation of the flood plain is primarily trees, including
oak, gum, and ironwood. The base is silty soil and has slight surface irregularities.
Obstructions are few, and some flood debris is present. Ground cover is short weeds and
undergrowth is minimal. Vegd=0.0295, and C*=8.6, The selected values are nb=0.020,
n1=0.003, n4=0.005, and no=0.028.


Figure 11. Coldwater River Near Red Banks, Miss. (Colson, Arcement, and Ming, 1979,
HA-593, cross-section 2)


 







Computed roughness coefficient: Manning's n=0.12
Date of flood: April 12, 1969.
Date of photograph: March 28, 1979
Depth of flow on flood plain: 1.22 meters
Description of flood plain: The vegetation of the flood plain is primarily trees, including
oak, gum, ironwood, and many small diameter trees (0.1 to 0.2 m). The base is firm soil
and has slight surface irregularities. Obstructions are negligible. Ground cover and
undergrowth are negligible. Vegd=0.0269, and C*=7.6, The selected values are nb=0.025,
no=0.025.


Figure 12. Yockanookany River Near Thomastown, Miss. (Colson, Ming, and Arcement,
1979A, HA-599, cross-section 5)


 







Computed roughness coefficient: Manning's n=0.12
Date of flood: April 12, 1969.
Date of photograph: March 28, 1979
Depth of flow on flood plain: 1.22 meters
Description of flood plain: The vegetation of the flood plain is primarily trees, including
oak, gum, ironwood, and many small diameter trees (0.1 to 0.2 m). The base is firm soil
and has slight surface irregularities. Obstructions are negligible (a few downed trees and
limbs). Ground cover and undergrowth are negligible. Vegd=0.0269, and C*=7.6, The
selected values are nb=0.025, no=0.025.


Figure 13. Yockanookany River Near Thomastown, Miss. 1000 m east of area shown in
Figure 12. (Colson, Ming, and Arcement, 1979A, HA-599, cross-section 5)


 







 


Computed roughness coefficient: Manning's n=0.13
Date of flood: December 7, 1971
Date of photograph: April 10, 1979
Depth of flow on flood plain: .975 meters
Description of flood plain: The vegetation of the flood plain is primarily trees, including
oak, gum, and ironwood. The base is firm soil and has minor surface irregularities and
some rises. Obstructions are negligible. (Some exposed roots and small trees). Ground
cover and undergrowth are negligible.


Vegd=0.0285, and C*=11.5, The selected values are nb=0.025, n1=0.003, no=0.030.


Figure 14. Flagon Bayou Near Libuse, La. (Arcement, Colson,
and Ming, 1979b, HA-604, cross-section 4)


 







Computed roughness coefficient: Manning's n=0.14
Date of flood: December 21, 1972
Date of photograph: March 13, 1979
Depth of flow on flood plain: .884 meters
Description of flood plain: The vegetation of the flood plain is a mixture of large and
small trees, including oak, gum, and ironwood. The base is firm soil and has minor
surface irregularities caused by rises and depressions. Obstructions are minor (downed
trees and limbs and a buildup of debris). Ground cover is negligible and the small amount
of undergrowth is made up of small trees and vines.


Vegd=0.0279, and C* =15.6, The selected values are nb=0.025, n1=0.005,n3=0.015,
n4=0.005, no=0.050.


Figure 15. Pea Creek Near Louisville, Ala. (Ming, Colson, and Arcement, 1979 HA-608,
cross-section 5)


 







Computed roughness coefficient: Manning's n=0.14
Date of flood: December 21, 1972
Date of photograph: March 13, 1979
Depth of flow on flood plain: .853 meters
Description of flood plain: The vegetation of the flood plain is a mixture of large and
small trees, including oak, gum, and ironwood. The base is firm soil and has minor
surface irregularities caused by rises and depressions. Obstructions are minor (downed
trees and limbs and a buildup of debris). Ground cover is negligible and the small amount
of undergrowth is made up of small trees and vines. Vegd=0.0335, and C*=15.6, The
selected values are nb=0.025, n1=0.005,n3=0.015, n4=0.005, no=0.050.


Figure 16. Pea Creek Near Louisville, Ala. (Ming, Colson, and Arcement, 1979 HA-608,
cross-section 4)


 







Computed roughness coefficient: Manning's n=0.15
Date of flood: December 7, 1971
Date of photograph: April 12, 1979
Depth of flow on flood plain: 1.25 meters
Description of flood plain: The vegetation of the flood plain is a mixture of large and
small trees, including oak, gum, and ironwood. The base is firm soil and has minor
surface irregularities caused by rises and depressions. Obstructions are negligible (some
expose roots). Ground cover is negligible and undergrowth is minimal. Vegd=0.0220, and
C*=14.4. The selected values are nb=0.025, n1=0.003, n3=0.002, no=0.030.


Figure 17. Tenmile Creek Near Elizabeth, La. (Arcement, Colson, and Ming, 1979c, HA-606,
cross-section 3)


 







Computed roughness coefficient: Manning's n=0.18
Date of flood: March 23, 1973
Date of photograph: April 11, 1979
Depth of flow on flood plain: 1.53 meters
Description of flood plain: The vegetation of the flood plain is large trees, including oak,
gum, pine, and ironwood. The base is firm soil and has minor surface irregularities caused
by rises and depressions. Obstructions are negligible (a few vines). Ground cover and
undergrowth are negligible. Vegd=0.0276, and C*=13.3. The selected values are
nb=0.025, n3=0.002, no=0.035.


Figure 18. Sixmile Creek Near Sugartown, La. (Schneider and others, 1977, cross-section 7)


 







Computed roughness coefficient: Manning's n=0.20
Date of flood: March 3, 1971
Date of photograph: March 29, , 1979
Depth of flow on flood plain: .884 meters
Description of flood plain: The vegetation of the flood plain is a mixture of small and
large trees, including oak, gum, and ironwood. The base is firm soil and has minor surface
irregularities. Obstructions are minor. Ground cover is medium, and the large amount of
undergrowth includes vines and palmettos. Vegd =0.0377, and C* =22.7, The selected
values are nb =0.025, n1 =0.005, n3 =0.010, n4 =0.0015, no =0.055.


Figure 19. Thompson Creek Near Clara, Miss. (Colson, Ming, and Arcement, 1979b, HA-597,
cross-section 9)


 







Computed roughness coefficient: Manning's n=0.20
Date of flood: March 3, 1971
Date of photograph: March 29, , 1979
Depth of flow on flood plain: .884 meters
Description of flood plain: The vegetation of the flood plain is a mixture of small and
large trees, including oak, gum, and ironwood. The base is firm soil and has minor surface
irregularities. Obstructions are minor (some downed trees and limbs). Ground cover is
medium, and the large amount of undergrowth includes vines and palmettos.
Vegd=0.0377, and C*=22.7. The selected values are nb=0.025, n1=0.025, n2=0.005,
n3=0.010, n4=0.010, and no=0.055


Figure 20. Thompson Creek Near Clara, Miss. 1000 m. East of Area Shown in
Figure 19. (Colson, Ming, and Arcement, 1979b, HA-597, cross-section 9)


 Go to Section 4







Section 4 : Manning's n
Methods for Assigning n Values for Flood Plains
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Procedure for Assigning n Values


When determining n values for a cross section, parts of the procedure apply only to roughness
of channels, and other parts apply to roughness of flood plains.


The procedure involves a series of decisions that are based on the interaction of roughness
factors. A flow chart (Fig. 21) illustrates the steps in the procedure (see Steps for Assigning n
values). A form (Fig. 22) is provided to help in the computation of the n values. After using the
procedure a few times, the user may wish to combine steps or to change the order of the steps.
Experienced personnel may perform the entire operation mentally, but the inexperienced user
may find the form in Figure 22 useful. Steps 3 through 13 apply to channel roughness, and
steps 14 through 23 apply to flood-plain roughness. The procedure is adapted from the report
by Aldridge and Garrett (1973) but is extended to include assigning n values for flood plains.


Steps for Assigning n Values


Reach Subdivision


Step 1. Determine the extent of stream reach to which the roughness factor will
apply. Although n may be applied to an individual cross section that is typical of a
reach, the roughness in the reach that encompasses the section must be taken into
account. When two or more cross sections are being considered, the reach that
applies to any one section is considered to extend halfway to the next section. For
example, in Figure 1, the n value for cross-Section 1 represents the roughness in
reach A, and the n value for cross-Section 2 represents the roughness in reach B. If
the roughness is not uniform throughout the reach being considered, n should be
assigned for average conditions.


Step 2. If the roughness is not uniform across the width of the cross section,
determine where subdivision of the cross section should occur. Determine whether
subdivision between channel and flood plain is necessary and whether subdivision
of the channel or flood plain is also necessary. If the roughness is not uniform
across the width of the channel, determine whether a base n should be assigned to
the entire channel cross section or whether a composite n should be derived by
weighting values for individual segments of the channel having different amounts of







roughness (see steps 4-10). When the base value is assigned to the entire channel,
the channel constitutes the one segment being considered, and steps 5-10 do not
apply.


Channel Roughness


Step 3. Determine the channel type (stable channel, sand channel,
or a combination) and whether the conditions are representative of
those that may exist during the design event being considered. Look
especially for evidence of bed movement and excessive amounts of
bank scour. If the conditions do not appear to be the same as those that
will exist during the flow event, attempt to visualize the conditions that
will occur. To estimate the possible range in n values, compare the
channel with other channels for which n values have been verified or
assigned by experienced personnel (see photographs in Barnes, 1967).


Step 4. Determine the factors that cause roughness and how each is to be taken
into account. Some factors may be predominant in a particular segment of the
channel, or they may affect the entire cross section equally. The manner in which
each factor is handled depends on how it combines with other factors. A gently
sloping bank may constitute a separate segment of the cross section, whereas a
vertical bank may add roughness either to the adjacent segment or to the entire
channel. Obstructions, such as debris, may be concentrated in one segment of the
channel. Isolated boulders should be considered as obstructions, but if boulders are
scattered over the entire reach, consider them in determining the median particle
size of the bed material. Vegetation growing in a distinct segment of the channel
may be assigned an n value of its own, whereas roughness caused by vegetation
growing only along steep banks or scattered on the channel bottom will be
accounted for by means of an adjustment factor that can be applied to either a
segment of the channel or to the entire cross section. If a composite n is being
derived from segments, the user should continue with steps 5; otherwise step 5
should be omitted.


Step 5. Divide the channel width into segments according to
roughness. If distinct, parallel banks of material of different particle sizes
or of different roughness are present, defining the contact between the
types of material is fairly easy (see Fig. 1, cross-Section 2). The dividing
line between any two segments should parallel the flow lines in the
stream and should be located so as to represent the average contact
between types of material. The dividing line must extend through the
entire reach, as defined in step 1, although one of the types of bed
material may not be present throughout the reach. If a segment contains
more than one type of roughness, use an average size of bed material.
Where sand is mixed with gravel, cobbles, and boulders throughout a







channel, dividing the main channel is impractical.


Step 6. Determine the type of material that occupies and bounds each segment
of channel and compute the median particle size in each segment by using either
method A or B (below). If the Limerinos equation, Equation 5 is used, the size
corresponding to the 84th percentile should be used in the computation.


A. If the particles can be separated by screening according to size,
small samples of the bed material are collected at 8 to 12 sites in the
segment of the reach. The samples are combined, and the composite
sample is passed through screens that divide it into at least five size
ranges. Either the volume or weight of material in each range is
measured and converted to a percentage of the total.


B. If the material is too large to be screened, a grid system having 50 to
100 intersecting points or nodes per segment is laid out. The width, or
intermediate diameter, of each particle that falls directly under a node is
measured and recorded. The sizes are grouped into at least five ranges.
The number of particles in each range is recorded and converted to a
percentage of the total sample.


In the above sampling methods, the size that corresponds to the 50th
percentile(Table 1) or the 84th percentile (the Limerinos method) is obtained from a
distribution curve derived by plotting particle size versus the percentage of sample
smaller than the indicated size. Experienced personnel can make a fairly accurate
estimate of the median particle size by inspection of the channel if the range in
particle size is small.


Step 7. Determine the base n for each segment of channel by using Table 1 or
Equation 5 or the comparison given in step 3. Chow's (1959) base values(Table 1)
are for the smoothest condition possible for a given material. The values (Table 1)
of Benson and Dalrymple (1967) are for a straight, uniform channel of the indicated
material and are closer to actual field values than are those of Chow. If a composite
n is being derived from segments, proceed with step 8. If n is being assigned for the
channel as a whole, proceed to step 11.


Step 8. Add the adjustment factors from Table 2 that apply only to individual
segments of the channel.


Step 9. Select the basis for weighting n for the channel segments. Wetted
perimeter should be used for trapezoidal and V-shaped channels having banks of
one material and beds of another material. Wetted perimeter should be used also
where the depth across the channel is fairly uniform. Area should be used where
the depth varies considerably or where dense brush occupies a large and distinct
segment of the channel.







Step 10. Estimate the wetted perimeter or area for each segment and assign a
weighting factor to each segment that is proportional to the total wetted perimeter or
area. Weight n by multiplying the n for each segment by the assigned weighting
factor.


Step 11. Select the adjustment factors from Table 2 for conditions that influence
n for the entire channel. Do not include adjustment factors for any items used in
steps 7 and 8. Consider upstream conditions that may cause a disturbance in the
reach being studied. If Chow's (1959) base values are used, the adjustment factors
in Table 2 may be used directly. If base values are computed from the Limerinos
equation, Equation 5 or are taken from Benson and Dalrymple (1967), the
adjustment factors should be from one-half to three-fourths as large as those given
in Table 2. If n is assigned on the basis of a comparison with other streams, the
adjustment factors will depend on the relative amounts of roughness in the two
streams. Add the adjustment factors to the weighted n values from step 10 to derive
the overall n for the channel reach being considered. When a multiplying factor for
meander is used, first add the other adjustments to the base n. Round off the n
value as desired. The value obtained is the composite or overall n for the channel
reach selected in step 1. When more than one reach is used, repeat steps 1-13 for
each reach.


Step 12. Compare the study reach with photographs of other channels found in
Barnes (1967) and Chow (1959) to determine if the final values of n obtained in step
11 appear reasonable.


Step 13. Check the flow regime for all sand channels. Use the n from step 11 in
the Manning's Equation 1 to compute the velocity, which is then used to compute
stream power. The flow regime is determined from Figure 2. The assigned value of
n is not reliable unless the stream power is sufficient to cause upper regime flow.


Flood Plain Roughness


Step 14. As in step 1, the n value selected must be representative of the
average conditions of the reach being considered. Determine if the flood-plain
conditions are representative of those that may exist during the design event being
considered. Compare the flood plain with other flood plains for which n values have
been determined (or have been assigned by experienced personnel) to estimate the
possible range in n values. Compare with photographs in this guide and in other
references.


Step 15. The n value for the flood plain can be determined by using the
measurement of vegetation density or resistivity. There may be cases where the







roughness is determined by a qualitative evaluation of the roughness by using
Equation 6 and the adjustment factors in Table 3. A decision must be made as to
which method will be used.


Step 16. If there are abrupt changes in roughness on the flood plain, subdivide
the flood-plain cross sections. A representative sampling area is selected for each
sub-area of the flood plain.


Step 17. Determine the factors that cause roughness and how each is to be
taken into account. Such factors as surface irregularities and obstructions can be
accounted for in the boundary roughness, whereas vegetation can be accounted for
in the boundary roughness or by using the quantitative method.


Step 18. A base value, no, for the flood plain's bare soil surface must be chosen.
A value for no is chosen from Table 1.


Step 19. Select the adjustment factors from Table 3 for conditions that influence
roughness of the flood-plain subsection.


Step 20. Determine the no value by Equation 9, by using the adjustment factors
selected in step 19. The n4' value is the adjustment factor for vegetation not
accounted for by the vegetation-density method.


Step 21. The vegetation density of the sampling area is determined by using
Equation 11 and measuring the cross-sectional area occupied by the trees and
undergrowth in the sampling area. An estimate of the depth of flow on the flood
plain is necessary to determine the vegetation density and the n value. By
measuring two or three sampling areas in a subsection, a more representative
value for vegetation density can be determined.


Step 22. The n value for the flood-plain subsection is determined by using
Equation 6 or Equation 7, depending on which method has been chosen. If the
quantitative method is being used, the n value for each sub-area of the flood plain is
computed by using Equation 7 and vegetation-density and boundary-roughness
values for each sub-area.


Step 23. Compare the study reach with photographs of other flood plains in this
report and in other references to determine if the final values of n obtained in step
22 appear to be reasonable.


Examples of Procedures for Determining n Values







A sketch of a hypothetical channel and flood plain is shown in Figure 1, and
procedures for determining n values are outlined in Table 4. The channel and flood
plain together are divided into three separate reaches (A, B, C), and each reach has
a cross-section (1, 2, 3). The shape of each cross section is shown in Figure 1.


In cross-Section 1, the flow is confined to the channel. The channel is composed of
firm soil, and no subdivision of the channel is necessary. Steps 1 through 13, in
Steps for Assigning n Values, are used in the computation of n for cross-Section 1.
These steps apply only to channel conditions.


Flow in cross-Section 2 is also confined to the channel, which is composed of three
distinct parallel bands of (1) bedrock, (2) sand, and (3) gravel and cobbles. The n
value for each segment is determined and a composite n for the channel is
computed by weighting each segment n value by the wetted perimeter. Again,steps
1 through 13 are used in the computation of n for cross-Section 2.


The flow in cross-Section 3 is channel and flood-plain flow. The cross section is
divided into three subsections. SubSection 1 is flood-plain flow through woods,
subSection 2 is channel flow, and subSection 3 is flood-plain flow through a cotton
field.


In subSection 1, the flood plain is made up of dense woods having little
undergrowth. The procedure using the vegetation density of the woods is used to
determine the n value for the flood plain. The vegetation density is determined from
a representative-sample area of the wooded flood plain. A boundary roughness, no,
is determined from Equation 9 and the n value is determined by using Equation 7.
Steps 14 through 23 in Steps for Assigning n Values are used in the computation of
n for subSection 1.


SubSection 2 of cross-Section 3 represents channel flow. The channel is composed
of firm soil, and no subdivision of the channel is necessary. Steps 1 through 13 are
used in the computation of n for subSection 1.


subSection 3 represents the flow of a flood plain planted in cotton. There is no need
to subdivide the subsection. The depth of flow is equal to the height of the
vegetation. Steps 14 through 23 are used in the computation of the n value for
subSection 3 by using Equation 6.


 Click here to View Figure 21. Flow Chart of Procedures for Assigning n Values







Summary


This guide presents procedures for assigning reliable n values for channels and flood plains.
The roughness coefficient, n, applies to a reach of a channel and (or) flood plain and should be
representative of that entire reach. A channel and flood plain may need to be divided into
subsections and n values assigned to each subsection if one cross section is not representative
of the entire reach.


Channel roughness is determined by following a series of decisions based on the interaction of
roughness factors. A base value is assigned to the channel, and adjustments are made for
certain roughness factors.


A similar procedure is used to assign n values to flood plains. A base value related to certain
roughness factors is determined for the flood plain; then an option, based on the measurement
of vegetation density of the flood plain, is used to determine the total roughness of flood-plain
subsections. The vegetation density of the flood plain is determined from physical
measurements of the vegetation in a representative sample area of a flood-plain subsection.


Photographs of flood plains for which n values have been established are presented to aid in
the determination of roughness coefficients. The photographs can be used for comparison with
field situations to help verify selected n values.


Examples and step-by-step procedures for determining roughness coefficients for channels and
flood plains are presented in this guide. These procedures can be used in the field to help
assign reasonable n values for many types of channels and flood plains.


 Click here to view Figure 22. Sample Form for Computing n Values


 Click here to view Table 4. Outline and Example of Procedures for Determining n Values for
a Hypothetical Channel and Adjoining Flood Plain
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Table 2 . Adjustment Values for Factors that Affect the Roughness of a Channel
[modified from Aldridge and Garrett, 1973, Table 2 ]   


Channel Conditions n Value Adjustment1 Example
Degree of Irregularity (n1)  
Smooth 0.000 Compares to the smoothest channel attainable in a given bed


material.
Minor 0.001-0.005 Compares to carefully degraded channels in good condition but


having slightly eroded or scoured side slopes.
Moderate 0.006-0.010 Compares to dredged channels having moderate to


considerable bed roughness and moderately sloughed or
eroded side slopes.
s in rock.


Severe 0.011-0.020 Badly sloughed or scalloped banks of natural streams; badly
eroded or sloughed sides of canals or drainage channels;
unshaped, jagged, and irregular surfaces of channel


Variation in channel cross section ( n 2 )


Channel Conditions n Value Adjustment1 Example
Gradual 0.000 Size and shape of channel cross sections change gradually.
Alternating occasionally 0.001-0.005 Large and small cross sections alternate occasionally, or the


main flow occasionally shifts from side to side owing to
changes in cross-sectional shape.


Alternating frequently 0.010-0.015 Large and small cross sections alternate frequently, or
the main flow frequently shifts from side to side owing
to changes in cross-sectional shape.


Effect of obstruction ( n 3)
Channel Conditions n Value Adjustment1 Example
Negligible 0.000-0.004 A few scattered obstructions, which include debris deposits,


stumps, exposed roots, logs, piers, or isolated boulders, that
occupy less than 5 percent of the cross-sectional area.


Minor 0.005-0.015 Obstructions occupy less than 15 percent of the cross-sectional
area, and the spacing between obstructions is such that the
sphere of influence around one obstruction does not extend to
the sphere of influence around another obstruction. Smaller
adjustments are used for curved smooth-surfaced objects than
are used for sharp-edged angular objects.


Appreciable 0.020-0.030 Obstructions occupy from 15 percent to 50 percent of the
cross-sectional area, or the space between obstructions is small
enough to cause the effects of several obstructions to be
additive,  thereby blocking an equivalent part of a cross section.


Severe 0.040-0.050 Obstructions occupy more than 50 percent of the
cross-sectional area, or the space between obstructions is small
enough to cause turbulence across most of the cross section.


Amount of vegetation ( n4 )
Channel Conditions n Value Adjustment1 Example







Small 0.002-0.010 Dense growths of flexible turf grass, such as Bermuda, or
weeds growing where the average depth of flow is at least  two
times the height of the vegetation; supple tree seedlings such
as willow, cottonwood, arrowhead, or saltcedar growing where
the average depth of flow is at least three times the height of the
vegetation.


Medium 0.010-0.025 Turf grass growing where the average depth of flow is from one
to two times the height of the vegetation; moderately dense
stemy grass, weeds, or tree seedlings growing where the
average depth of flow is from two to three times the height of
the vegetation; brushy, moderately dense vegetation, similar to
1-to-2-year-old willow trees in the dormant season, growing
along the banks, and no significant vegetation is evident along
the channel bottoms where the hydraulic radius exceeds 0.61
meters.


Large 0.025-0.050 Turf grass growing where the average depth of flow is about
equal to the height of the vegetation; 8-to-10-years-old willow or
cottonwood trees intergrown with some weeds and brush (none
of the vegetation in foliage) where the hydraulic radius
exceeds0.60 m; bushy willows about 1 year old intergrown with
some weeds along side slopes (all vegetation in full foliage),
and no significant vegetation exists along channel bottoms
where the hydraulic radius is greater than 0.61 meters.


Very Large 0.050-0.100 Turf grass growing where the average depth of flow is less than
half the height of the vegetation; bushy willow trees about 1
year old intergrown with weeds along side slopes C all
vegetation in full foliage), or dense cattails growing
along channel bottom; trees intergrow with weeds and brush
(all vegetation in full foliage).


(Degree of Meandering m) 1 2 m  
Channel Conditions n Value Adjustment1 Example


Minor 1.00 Ratio of the channel length
to valley length is 1.0 to 1.2.


Appreciable 1.15 Ratio of the channel length
to valley length is 1.2 to 1.5.


Severe 1.30 Ratio of the channel length
to valley length is greater
than 1.5.


1 Adjustments for degree of irregularity, variation in cross section, effect of obstructions, and vegetation are
added to the base n value (Table 1) before multiplying by the adjustment for meander.
2 Adjustment values apply to flow confined in channel and do not apply where downvalley flow crosses
meanders.


 







Table 3. Adjustment Values for Factors that Affect the Roughness of a Floodplains.
[modified from Aldridge and Garrett, 1973, Table 2 ]  


  Flood-Plain
Conditions


n Value
Adjustment


Example


Degree of Irregularity (n1)
  Smooth 0.000 Compares to the smoothest, flattest flood-plain attainable in a


given bed material.
  Minor 0.001-0.005 Is a Flood Plain Slightly irregular in shape. A few rises and dips or sloughs may be more


visible on the flood plain.
    Moderate 0.006-0.010 Has more rises and dips. Sloughs and hummocks may occur.
  Severe 0.011-0.020 Flood Plain very irregular in shape. Many rises and dips


or sloughs are visible. Irregular ground surfaces in pasture land and furrows perpendicular to
the flow are also
included.


Variation of Flood-Plain cross section (n2 )
  Gradual 0.0 Not applicable


Effect of obstruction (n3)
  Negligible 0.000-0.004 Few scattered obstructions, which include debris deposits, stumps,


exposed roots, logs, piers, or isolated boulders, that occupy less than 5
percent of the cross-sectional area.


  Minor 0.040-0.050 Obstructions occupy less than 15 percent of the cross-sectional area.
  Appreciable 0.020-0.030 Obstructions occupy from 15 percent to 50 percent of the cross-sectional


area.


Amount of vegetation (n4)
  Small 0.001-0.010 Dense growths of flexible turf grass, such as Bermuda, or weeds growing


where the average depth of flow is at least  two times the height of the
vegetation; supple tree seedlings such as willow, cottonwood, arrow-weed,
or saltcedar growing where the average depth of flow is at least
three times the height of the vegetation.


  Medium 0.010-0.025 Turf grass growing where the average depth of flow is from one to two
times the height of the vegetation; moderately dense stemy grass, weeds,
or tree seedlings growing where the average depth of flow is from two to
three times the height of the vegetation; brushy, moderately dense
vegetation, similar to 1-to-2-year-old willow trees in the dormant season..


  Large 0.025-0.050 Turf grass growing where the average depth of flow is about equal to the
height of the vegetation; 8-to-10-years-old willow or cottonwood trees
intergrow with some weeds and brush (none of the vegetation in foliage)
where the hydraulic radius exceeds 0.607 m.;or mature row crops such as
small vegetables, or mature field crops where depth flow is at least twice
the height of the vegetation.


  Very Large 0.050-0.100 Turf grass growing where the average depth of flow is less than half the
height of the vegetation; or moderate to dense brush, or heavy stand of
timber with few down trees and little undergrowth where depth of flow is
below branches, or mature field crops where depth of flow is less than the
height of the vegetation.


  Extreme 0.100-0.200 Dense bushy willow, mesquite, and saltcedar(all vegetation in full foliage),
or heavy stand of timber, few down trees, depth of reaching branches.


Degree of Meander(m)
    1.0 Not Applicable


 







Table 4. Outline and Example of Procedures for Determining n Values for a Hypothetical Channel and
Adjoining Flood Plain 


Step Item to be
determined or
operation to be
performed


Factors on which decisions are based and the results


Cross-Section 1 
1 Extent of reach The reach extends one section width upstream of cross-Section 1 to midway between


cross sections 1 and 2. Designated as reach A (fig.1).
2 Subdivision of


cross-Section 1
Only channel flow, no over bank flood-plain flow. Assign a base nb to entire Channel.


Channel Roughness(Steps 3-13)
Step Item to be


determined or
operation to be
performed


Factors on which decisions are based and the results


3 (a) Type of
channel


A stable channel made up of firm soil


(b) Conditions
during flow
event


Assume channel conditions are representative of those that existed during the peak
flow.


(c) Comparable
streams


none


4 Roughness
factors


Add adjustments for grass and trees in channel and for channel alignment.


5 Divide into
segments


Not necessary.


6 Type of channel Firm Soil.
7 Base nb Table 1gives nb value for firm soil of 0.020-0.032. Use 0.025.
8 Adjustment


factors for
segments


None


9 Basis for
weighing n


Not Applicable


10 Weighting
factors and
weighted n


Not applicable


11 Add
adjustments for
entire channel


Vegetation (n4) -weeds and supple seedlings along bottom of channel (Table 2).
n4=0.005. Meander is minor, m=1.00
n= (nb + n1 + n2 + n3 + n4)m
n=(0.025 + 0 + 0 + 0 + 0.005)1.00
n=0.030    


12 Compare with
other streams


None.


13 Check flow
regime


Not applicable.


Cross-Section 2 







Step Item to be
determined or
operation to be
performed


Factors on which decisions are based and the results


1 Extent of reach From midway between cross-sections 1 and 2 to midway between cross-sections 2
and 3. Designated as reach B (fig.1)


2 Subdivision of
cross-Section 2


Flow remains in channel, no over bank flood-plain flow. The channel is composed of
distinct bands, each having a different roughness. Derive n by weighting segments.


Channel Roughness
Step Item to be


determined or
operation to be
performed


Factors on which decisions are based and the results


3 (a) Type of
channel


Combination of sand and stable channel. Consider that channel reacts as a stable
channel.


(b) Conditions
during flow
event


Some movement of sand may have occurred during the peak flow, but assume that
channel conditions are representative of those that existed during the peak.


(c) Comparable
streams


none


4 Roughness
factors


(1) Bedrock-may be accounted for by adding an adjustment factor to the n value for
the bed or as a separate segment. Use later.
(2) Divide into segments according to the type of material.
(3) Boulder at the head of reach-add as an adjustment factor to composite n.


5 Divide into
segments


The channel has three basic types of roughness caused by parallel bands of bedrock,
sand, gravel and, cobbles. Each band is a segment.


6 Type of material
and grain size


(1) Bedrock- slightly irregular, containing fairly sharp projections having a maximum
height of about 7.6 cm
(2) Sand- determined by sieve analysis, median particle size is 0.8 mm.
(3) Gravel and cobbles-as determined by examination, the material is from 50.8 mm
to 205 mm in diameter. As determined from 100-point grid system, the median particle
size is 152.4 mm


7 Base nb (1) Bedrock-Table 1 shows that nb for jagged and irregular rock cut is from 0.035 to
0.050. Assume that the projections have an average cut, nb for this segment is 0.040.
(2) Sand- Table 1 gives an nb value if 0.025.
(3) Gravel and cobbles-Table 1 shows that the nb for cobbles ranges from 0.030 to
0.050. The median diameter is small for  the size range. Use a base nb value of
0.030.


8 Adjustment
factors for
segments


None.


9 Basis for
weighing n


Use wetted perimeter for basis of weighing n for channel segments.


10 Weighting
factors and
weighted n


About 3.04 m. of the wetted perimeter is bounded by bedrock, about 9.14 m. by sand,
and about 18.29 m. by gravel and cobbles. The unadjusted n value is
(0.1x0.040+0.3x0.025+0.6x0.030/1.0=0.030.







11 Add
adjustments for
entire channel


(1) Boulders at head of the reach are slight obstructions, add 0.002 (Table 2).


(2) The bend near the lower end of reach A (Fig.1) causes slight irregularity; add
      0.002 (Table 2 )
      n= (nb + n1 + n2 + n3 + n4)m
      n=(0.030 + 0.002 + 0 + 0.002 + 0)1.0
      n=0.034      


12 Compare with
other streams


None


13 Check flow
regime


Sufficient sand was not present to warrant a check.


cross-Section 3
Step Item to be


determined or
operation to be
performed


Factors on which decisions are based and the results


1 Extent of reach From midway between cross-sections 2 and 3 to one section width down stream of
cross-Section 3. Designated as reach C (fig.1)


2 Subdivision of
cross-Section 3


There is over bank flood-plain flow on both sides of the channel. SubSection 1 is
flood-plain flow through trees , subSection 1 is channel flow, and subSection 1 is
flood-plain flow through a cotton field. Assign a base nb to each subsection.


Channel Roughness (steps 3-13) SubSection 2
Step Item to be


determined or
operation to be
performed


Factors on which decisions are based and the results


3 (a) Type of
channel


A stable channel made up of firm soil.


(b) Conditions
during flow
event


Assume channel conditions are representative of those that existed during the peak
flow.


(c) Comparable
streams


See photographs of similar channels in Barnes (1967, p. 16-17). Channel made up of
same type of material. Barnes used n of 0.026 for the channel.


4 Roughness
factors


Trees along the bank should be considered as obstructions (n3) for the channel.


5 Divide into
segments


Not necessary.


6 Type of material
and grain size


Firm soil (clay)


7 Base nb Table 1 gives a base nb value for firm soil of 0.020 to 0.030. Use 0.025
8 Adjustment


factors for
segments


None


9 Basis for
weighing n


Not applicable


10 Weighting
factors and
weighted n


Not applicable







11 Add
adjustments for
entire channel


obstructions (n3)-negligible-scattered trees and roots along edge of channel bank
(Table 2). n3=0.003. Meander is minor, m=1.00
      n= (nb + n1 + n2 + n3 + n4)m
      n=(0.025 + 0. + 0 + 0.003 + 0)1.00
      n=0.034    


12 Compare with
other streams


Similar to channels in photographs by Barnes (1967, p. 16-17). The n value reported
was 0.026


13 Check flow
regime


Not applicable


Flood-Plain Roughness (steps14-23) subSection 1 (made up of trees)
Step Item to be


determined or
operation to be
performed


Factors on which decisions are based and the results


14 (a) Type of
flood plain


A slightly irregular flood plain covered with hardwood trees. No undergrowth.


(b) Conditions
during flow
event


Assume present conditions are representative of those that existed during the peak
flow.


(c) Comparable
Flood plains


Flood Plain is similar to one shown in Figure 14 of this report.


15 Method to be
used in
assigning n


Use the vegetation-density method. Need to determine a value for boundary
roughness.


16 Subdivision of
flood plain


The flood plain is uniform throughout.


17 Roughness
factors


Trees are the major roughness factor; surface irregularity and some obstructions are
on flood plains.


18 Base nb Table 1gives a base nb value for firm soil of 0.020 to 0.030. Use 0.020
19 Adjustment


factors
Irregularity is minor; A few rises and dips across the flood plain: n1=0.005 (Table 3).
Obstructions are negligible, consisting of scattered debris, exposed roots, and
downed trees. n3=0.004(Table 3)


20 no      n= (nb + n1 + n2 + n3 + n4)m
      n=(0.020 + 0.005 + 0 + 0.004 + 0)1.0
      n=0.029


21 Vegetation
density of
representative
sample area


Vegd=0.0115 is an average value from three sampling areas.







22 n for flood-plain
sub-Section 1


R=0.884 m.
C*=11.0
Vegd=0.0115


23 Compare with
other
flood-plains


Photographs of similar flood plains found in this report (Fig 14)


Flood Plain RoughnessSteps 14-23 SubSection 1 (cotton field)
Step Item to be


determined or
operation to be
performed


Factors on which decisions are based and the results


14 (a) Type of
flood plain


Flood plain is a cotton field in full growth.


(b) Conditions
during flow
event


Conditions are similar to flood event.


(c) Comparable
flood plains


none


15 Method to be
used in
assigning n


Assign n by elevation of boundary roughness only.


16 Subdivision of
flood plain


No division of flood plain is necessary


17 Roughness
factors


Roughness factors to be considered are surface irregularity and vegetation.


18 Base nb Table 1 gives a base nb value of firm earth of 0.020-0.030. Use 0.025.
19 Adjustment


factors
Irregularity is moderate with furrows parallel to flow on flood plain, n1=0.010(Table 3).
Vegetation is cotton crop; depth of flow is equal to height of vegetation, n4 =0.040
(Table 3)


20 no Not applicable
21 Vegetation


density of
representative
sample area


Not applicable


22 n for flood-plain
subSection 1


 n= (nb + n1 + n2 + n3 + n4)m
      n=(0.025 + 0.01 + 0 + 0 + 0.040 + 0)1.00
      n=0.075







23 Compare with
other
flood-plains


Ree and Crow (1977, p. 39-40) assigned cotton fields an n value of 0.08.
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Multiply inch-pound unit By To obtain metric unit
cubic foot per second (ft3/s) 0.02832 cubic meter per second (m3/s)


foot (ft) .3048  meter (m)
foot per second (ft/s) .3048  meter per second (m/s)


foot per square second (ft/s2) .3048  meter per square second (m/32)
inch 25.4000  millimeter (mm)


square foot (ft2) .0929  square meter (m2)
pounds per square foot (lb./ft2) 4.8820  kilograms per square meter (km/m2)
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Symbols


MISC., A, C, D, G, H, K, L, M, N, R, S,V, W,


To jump to a specific part of the alphabet, click on the above HotLinks!
Click the Back button to return to the top of this page.
(If the letter you are looking for does not appear in the HotLink list below, then there are no glossary entries for that letter!)


MISC.


ΣAi = The total frontal area of vegetation blocking the flow (m2)


Σnidi = Summation of number of trees in a sample area multiplied by tree diameter (m)


A


A = Cross-sectional area of flow (m2)


C


C* = Effective drag coefficient for vegetation


D


d84= Particle diameter that equals or exceeds that of 84 percent of the particles (m)


G


g = gravitational constant (m/s2)


H


h = Height of water on flood plain (m)


K


K = Conveyance of a channel section (m3/s)


L


L = Length of channel reach being considered (m)


l = Length of representative sample area (m)


M


m = Correction factor for meandering of channel or flood plain


N


n = Manning's roughness coefficient, including boundary and vegetation effects (m 1/6)


nb = Base Value of n for the surface material of the channel or flood plain (m1/6)


n0 = Value of n, excluding the effect of vegetation (m1/6)







n1 = Value of n for the effect of surface irregularity (m1/6)


n2 = Value of n for variations in shape and size of channel or flood plain (m1/6)


n3 = Value of n for obstructions (m1/6)


n4 = Value of n for variations in shape and size of channel or flood plain (m1/6)


n4' = Value of n used in determining n0, representing vegetation
          not accounted for in vegetation density (m1/6)


R


R = Hydraulic radius (m1/6)


S


Se = Slope of energy-grade line (m/m)


Sw = Slope of water-surface profile (m/m)


SP = Stream Power (( m-lb/s)/m2)


V


V = Mean Velocity of flow (m/s)


Vegd = Vegetation density (m-1)


Vegr = Vegetation resistively (m-1)


W


w = Width of representative sample area (m)
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Abstract


The cities generate big air pollutants; these substances can reach the lungs of human 
beings and make them sick. This paper presents the development of a model Geostatistics 
using ArcGIS Geostatistical Analyst, about this problem in Bogotá, Colombia. The model has 
as results the precise description of the behavior of the concentrations emitted by a group 
of polluting sources and this information is compared with the established norms for the 
control of maximum emissions, determining the areas of the city where there are bigger 
concentration of pollutants, and the controlling this contamination.


Project


The “Universidad Distrital Francisco Jose de Caldas” works on a project to obtain a group of 
air quality models that can help to answer the new environmental questions generated by 
the growing number of industries and cars inside an urban area (like Bogotá D.C.) and its 
effects on people health. The project was developed by the research team of Ingeniería 
Catastral Y Geodesia program called NIDE (Nucleo de Investigacion en Datos Espaciales - 
Spatial Data Research Group).


The project wants to find alternatives for analyzing the behavior and distribution of 
pollutants and particulate matter on Bogotá’s urban zone. These alternatives will 
complement the already existent one. This project becomes into a governmental 
institutions’ tool for watching over and controlling. 


Introduction


Air quality in urban areas has been one of the many concerns related with environment 
issues that mankind must face now and in the near future if we want to keep a good 
relationship with our environment. It is well known by everybody that the air people 
breathe can poison them slowly, and in many cities such as Mexico DF, this has become 







into a public health problem.


Although efforts like the “No Car Day“, when for almost 24 hours it is only allowed public 
transportation on the streets and which is celebrated once in a year, Bogotá D.C. is far 
away from being an sustainable urban space.


For this reason, NIDE research group has worked for more than 2 years, looking for 
alternatives to conventional analysis viewpoints, which will help Bogotá's environmental 
bureau (called DAMA - Departamento Tecnico Administrativo del Medio Ambiente)  to face 
air pollution issues in the next years.


This paper is about two partial goals this research group has achieved from five items 
related with air pollution analysis:


●     Gaussian Plume Model viewpoint.
●     Geostatistical Models viewpoint.
●     Statistical Models (in progress at this moment).
●     Mathematical Models.
●     Physical Models.


Gaussian Plume Model.


At the early 1990’s, the Japan International Cooperation Agency –JICA- made a study on 
air pollution in Bogotá and its conclusions were published on the documents titled “The 
Study on Air Pollution Control Plan In Bogotá City Area”  and “The Study on Air Pollution 
Control Plan in Santa Fe de Bogotá City Area” . These are the only references known by the 
research group about the use of the Gaussian Plume Model for modeling the air pollution in 
Bogotá and in Colombia too.


What is the Gaussian Plume Model?


It is a Physical - Mathematical Model commonly used in air quality meteorology to simulate 
the air pollution dispersion based on:


●     Emission conditions.
●     Weather conditions.
●     Contamination levels.


An urban space simulation through a Gaussian Plume Model implies not only weather 
condition measurements (for example, wind speed and direction), but also measurements 
on each air pollution source (for example, each chimney on a factory). For this reason, this 
kind of simulation can take a lot of time while collecting field information, but this effort is 
rewarded when the results are obtained.







In general, this model is considered an accurate simulation, because it is a mathematical 
model that takes into account physical variables and detailed information about each source 
of pollutants in the study area.


 


Figure No.  1. Bogotá’s air quality control network


The Model


A common model used in air quality meteorology is the Gaussian Plume Model. This model 
is characterized by the behavior of the pollutants through the atmosphere. This model 
describes the pollutant concentration as a horizontally and vertically function of a Gaussian 
Bell, very used on statistic.


 
Figure No.  2. Gaussian Plume Model  framework.  


The model allows to estimate the pollutant concentration at any location through its plume. 
It is very common that the pollutants are emitted from a factory’s chimney, but it’s also 
possible to find other kind of sources like active volcanoes throwning ashes and sulfur 
compounds in the atmosphere, buildings on fire and so on. The model can be modified to 







adjust it to not only punctual sources, but also lineal ones, and so, car pollutants can be 
estimated, thinking on highways as a series of pollutant lineal sources for a Gaussian Plume 
Model.


 
Figure No.  3. Measurment station distribution on the air quality network for 


Bogota DC.


The Process 


The information was organized in a database, this way, its coherency, fast accessibility and 
capability of being actualized was guaranteed. The information was given by the DAMA. 
This database is important due to the fact that is the unique information source (weather or 
pollutants) for the group of models developed along this project.


After that, a Gaussian Plume Model for a single punctual source was built on a calculus 
worksheet software.
To cover Bogotá’s urban area, a 1 kilometer side cell grid was built, meanwhile each cell 
center point was calculated because the pollutant concentration through each cell was 
assumed as the concentration on each cell’s center point. In other words, the pollutant 
concentration was assumed as homogeneous  inside each cell.


For running the model, besides the atmospheric information in a database, it was also 
necessary information about each punctual pollutant source, for Bogotá D.C. it was only 
considered factory’s chimneys. 


With the intellectual framework about the Gaussian Plume Model, the workspace divided in 







a grid, the weather information and the chimney data, the research group was ready for 
building the model.


THE ISSUES.


The NIDE researchers thought that the issues about the model described below are 
between the most important things found along this part of the project, because these 
point out some things that could help to improve the model estimations.


FIRST ISSUE: KIND OF MODEL.


The kind of model used for estimating the air pollutant concentration on a city has a 
fundamental importance on the results. Each model as an abstraction made from reality, 
must limit it. For this reason, a model cannot exactly describe the way a phenomenon 
occurs. So, each model has constraints, advantages and disadvantages over others.


This way, an outstanding Gaussian Plume Model advantage is that this model allows the 
differentiation among the amount of pollutants which come from static sources (Gaussian 
Plume Model for punctual sources) and form dynamic sources (Gaussian Plume Model for 
linear sources), and if a comparison is made between the model’s estimations and the 
pollutant concentration measured by the air quality network, it is possible to obtain an 
estimation of air pollutants with non-anthropogenic origin, for instance, particulate matter 
caused by aerial erosion. 


In the same way, the Gaussian Plume Model needs specific information about each source 
located through the workspace, this implies additional and constant efforts to keep updated 
information that other models don’t need.


SECOND ISSUE: MODEL LOCATION


The Gaussian Plume Model can be calculated for any X,Y,Z position, however, if it were 
made in this way, it would need too many arithmetic operations to obtain a full estimation. 
So, it’s necessary to split the workspace in a grid, to decrease the arithmetic operations 
needed and obtain a faster model calculation. Besides, the plume has a downwind 
distribution from the source and this makes unnecessary to estimate pollutant 
concentrations in the opposite way and so, decrease the number of arithmetic operations.


It’s also neccesary not to forget that air pollution is a problem without administrative 
boundaries, the pollutants generated by Bogotá goes beyond its limits and pollute the 
surrounding plateau. So, it’s mandatory to think about the model location in a way that let 
it integrate into equal or larger scale models with larger workspaces.


THIRD ISSUE: MODEL ORIENTATION .


To estimate, the Gaussian Plume Model uses coordinated axis oriented in a way that the 







coordinate origin is in the chimney’s basis and the X axis has the same orientation as the 
plume axis.


When it’s neccesary to locate a plume in the workspace, it’s also neccesary to orient the 
model axis according with the workspace axis (for instance, geographic coordinates), 
keeping always in mind details like the workspace’s geographic projection.


FOURTH ISSUE: AMOUNT  OF ARITHMETIC OPERATIONS.


It is notable, specially after reading the second issue, that if it is necessary a high detail 
level in the pollutant estimation, it is also necessary some time to make the necessary 
arithmetic operations. Well, the technological development has allowed to improve the 
amount and speed of calculations with computer’s help, but there are still a lot of natural 
phenomenon data that could surpass the research team’s technologic capability and so, a 
real time modelling would be very difficult. This could be a problem if there were an 
emergency like Mexico City’s air pollutant crisis.


A smaller cell grid or an increase on its coverage implies a larger amount of arithmetic 
operations to calculate the model, and it is necessary to keep in mind that the air quality 
network is collecting data each hour, each day, enlarging day by day the database.


FIFTH  ISSUE: MODEL TEMPORALITY.


A Gausssian Plume Model constraint is that it works with average time variables, this means 
that it is necessary that the weather condition data needed by the model must be 
measured on time intervals from 10 minutes to 1 hour.


The DAMA saves the atmospheric information in an one-hour average format, this could be 
a constraint with other kind of models, but with Gaussian Plume Model it is OK. This is an 
important topic on air quality modelling, specially if it is necessary a real time modelling.


In other kind of model’s viewpoint, it is necessary to keep an eye on the time interval in 
which the weather condition measurements are taken and the time interval in which is 
possible to keep an acceptable precision level of estimation.


SIXTH ISSUE: PLUME EXTINCTION.


The Gaussian Plume Model was developed from the Gaussian Bell concept and so the 
model inherited some of its characteristics. One of this characteristics is being asymptotic 
on one axis. This can be observed on the fact that an plume’s transverse estimation 
(theoretically) will never reach a zero value.


This way, it is necessary to limit the plume and beyond its limits the concentration is 
assumed as zero or too small to be considered. A possible way to do this is to state the 
limitation as an angular value (a transverse limit) because the plume has a conic shape.







It is known that the Gausssian Plume Model estimations are considered exact until 50 km 
from the source and this is its longitudinal limit. Based on the plume’s limits (transverse and 
longitudinal), it is possible to decrease the amount of arithmetic operations needed to 
calculate the model (fourth issue) and this would help on the model improvement.


SEVENTH ISSUE: VARIABLE HOMOGENEITY.


The Gaussian Plume Model assumes that exists homogeneous weather conditions through 
the plume, this is not completely true on the reality. Is there homogeneous weather 
conditions through the workspace? The answer for Bogotá DC is negative. This fact is easily 
confirmed; it is only needed to take a look at the data collected by the air quality network.


This fact made necessary a previous treatment of the weather data, however it is assumed 
in the model that the weather conditions of the source are the same for the whole plume , 
but there are still differences between each source’s weather conditions.


How can be obtained the cell’s weather conditions where a source is located? Well, for this 
purpose was used an interpolation technique called “Inverse Distance Weighted (IDW)” on 
the air quality network data.  


This interpolation technique is well known on earth sciences and it is based on a premise 
which says that things that are close together are more alike than things farther apart.


In the same way, it is probably that the weather condition differences through the 
workspace have an important influence on other model’s estimations.


EIGHTH ISSUE: TOPOGRAPHY.


 
Figure No. 4. Chimney basis height change keeping the chimney’s smokestack 


relative height.


Indisputably, the topography is very important in the wind behaviour on many scales, 
including this project’s. The topography is not only an obstacle that modifies the wind 
direction and speed accumulating pollutants near the mountains, but also changes the 
amount of solar radiation on earth’s surface along a day. This fact influences the pressure 
differences and so air mass movements.


A Gaussian Plume Condition is a plane topography, Bogotá’s plateau has this condition, its 







topography is relatively plane but the exception are the east hills, a Bogotá’s natural limit.


 
Figure No. 5. Chimney basis height change without keeping the chimney’s 


smokestack relative height.


The Gaussian Plume Model, developed in this project, didn’t consider the topography either 
as an obstacle to the air courses or as a variable that affects the amount of solar radiation 
on the Bogotá’s plateau’s surface. However, the research team made a little reflection 
about this topic, about how little height differences can alter the model’s pollutant 
estimation at any location.


NINTH ISSUE: MIXED PLUMES


What happens when two (or more) plumes converge at the same point (cell) in the 
workspace? This issue is related with the seventh one, variable homogeneity. 


When two plumes are blended, they weren´t  necessarily calculated under the same 
weather conditions because they have different sources and, as it was pointed out above, 
the weather conditions aren’t homogeneous. Besides, there is chaos in the atmospheric 
behaviour, the air masses “linear” movements are only general trends; turbulence and 
random movements rule inside the air masses. When two or more plumes get mixed what 
really happens is that two different air masses are mixing and this deserves special care 
and detailed studies. 


To solve this issue on this project’s first stage, the simplest option was chosen: An addition 
between each source’s pollutant estimation involved in the shared location.


Application of the model in Bogotá DC.


Bogotá D.C. has an environment control network of 14 stations to measure air pollutants 
(mainly sulfuric, nitrogen and carbonic compounds). Based on the data collected by this 
network and a previous survey (made by JICA about factory’s chimneys) a simulation was 
executed including 20 chimneys and the weather conditions of April 24th of 2001.


Since then, the research team has been improving the simulation by adding more data and 
enhancing the results using GIS technologies to perform trend analysis and to present 
thematic maps. For example, currently, the research group is exploring the possible 
consequences of a west to east wind trend that accumulates the air pollutants, which 
comes from the city’s factories sector, in the west side of the Bogotá’s east hills. In other 







words, this wind trend takes the city’s industrial zone pollutants to downtown, where the 
traffic by itself is a serious complication.


Now, some model’s preliminary estimations are going to be shown. It is necessary to have 
in mind the issues and constraints above mentioned. Remember that the smokestack’s 
information is not updated and it was taken from a previous study.


Initially it shows the spatial behavior of two plumes for specific chimneys. It is necessary to 
consider the atmospheric conditions of April 24, 2000. The figures represents the emission 
of dioxide of carbon registered by the stations of DAMA.


 


 


Figure No.  6. Chimney behavior.


The Figure represents the typical behavior of Gaussian plume. The information used for the 
pre-process and process was taken of the database constructed for the project, the 
information consulted for the date, which was already described, brings over atmospheric 







variables (temperature, wind speed, wind direction and solar radiation) and the variable in 
question. It is clearly observed that the wind direction were north - south for the day and 
the hour specified, provoking that the concentration of dioxide of carbon and in general of 
all the present pollutants at that moment in the atmosphere went toward the south of the 
city.


 


 


Figure No.  7. Second Chimney behavior.


Each of the chimneys, for a specific hour, has different atmospheric conditions and the 
emission quantity and characteristics are different too. The total concentration was given 
by the arithmetical add among the resultant concentrations of every estimation on the cell  
where several plumes converge. Then, having the emissions of all the chimneys and the 
generated plumes, the behavior of the total concentration of dioxide of carbon for Bogota 
City on April 24, 2000 at 14:00 is represented as follows.







 


 


Figure No.  8. Carbon dioxide behavior for Bogota City on April 24, 2000 at 14:00 
PM.


This type of procedures can be realized with the model implemented for any day and hour 
keeping in mind coverage clouds information for night hours, due to the fact that to 
calculate the atmospheric stability solar radiation is used for the day and coverage clouds 
for the night.







 


Figure No. 9. Gaussian Plume Model estimations for Bogotá, on April 24th of 
2002 at 07:00 hours, 


calculated 100 meters over the surface.


The points size (cell centers) is proportional to the pollutant concentration; the South – 
West zone points (and in the following illustration the points on the West zone, the green 
ones) represent no pollutant concentration because the wind direction predominantly was 
North – East (On the next illustration, predominantly to the East). This easily discovered by 
following the largest points (plume’s tracks). 


Geostatistical Model.


Some people say that Geostatistics is “the art of modeling spatial data”. Geostatistics is a 
useful tool for improving estimations of a variable for non-measured locations if it is 
compared with other estimation techniques, for example IDW (Inverse Distance Weighted 
interpolation). A more specific definition is that Geostatistics is a statistical methodology 
used to estimate, forecast, and simulate correlated spatial data, which uses in its analysis 
exploratory and interpolative methods.


Using Geostatistics for modeling air pollutants behavior in Bogotá has two immediate 
advantages:


●     It is not necessary to collect as much information as it is with the Gaussian Plume 
Model. The exploratory analysis used the Bogotá’s air quality network data (14 







stations taking 24 air pollutant measures a day) for a first approach.
●     It is not mandatory to collect information about each air pollutant source.For this 


reason, it is possible to draw some conclusions faster than with other approaches.


The research group wanted to work on a relative faster and cheaper estimation technique 
of air pollutants in Bogotá DC and Geostatistics, for its properties and characteristics came 
as an acceptable answer, because of its well-known capabilities and for its many 
applications on environmental issues around the world. However, it was also desired an 
option to control and compare Gaussian and Geostatistics estimations, and the chosen one 
was  IDW, because it has been for a long time known as an estimation technique for 
simulation and forecast on earth sciences. So, on a first approach, the research team used 
deterministic and stochastic estimation techniques. The deterministic ones were IDW and 
Shepard Interpolation. The last one is very similar to the first, but it uses a “search radius”. 
This means that only takes into account sample points contained by a circle which center is 
the estimation point, instead of taking all the sample points. In the other hand, the 
stochastic technique was Kriging.


 
Figure No. 10. Method used by the research team.


The sample point information had been already load into a database in the making of the 
Gaussian plume model so, the next step was to run the estimation with the deterministic 
and stochastic techniques for a later comparison. This process of estimation and 
comparison between results of a group of different techniques and of a group of the same 
sample points on different dates has been done with ArcGisTM Geostatistical Analyst. At 
this point of the research, some preliminary conclusions can be drawn about 2 main topics 
through this project. 


The first topic is related with the maximum pollutant concentration allowed in the city, 
which can be estimated with Gaussian plume model or Geostatistics and it can  become 
into a major advance in the way DAMA controls Bogotá’s air quality; but it is very soon and 







there is too much data to process before stating definitive conclusions.


The second topic is related with an understanding of the interpolation techniques 
themselves, which is one of the main objectives of the NIDE in this research. Although the 
research group is still working in this viewpoint, it is possible to draw a preliminary analysis 
conclusion, which was obtained using cross validation to compare IDW against Geostatistics 
(Ordinary Kriging) estimation RMS (Root Mean Square error), that applies for Bogotá case 
and says that it is better to use IDW instead of Geostatistics (Kriging) for estimating air 
pollution based on the available sample points (air quality stations). The research team 
thinks that this conclusion is the direct result of the lack of sample points, but it is still 
necessary to increase the number of estimations to achieve a definitive conclusion.


In this order of ideas, the NIDE is going to continue this research looking for a deeper 
understanding of the air pollutant behavior on Bogotá DC, and for that reason has already 
started working on a third modeling approach, with a statistical viewpoint, leaving behind 
for a little while the geographic component.


Spatial Interpolation


The interpolation is a process that allows to model spatial variables, to predict its behavior, 
to determine its radiuses of influence and its duration. It also solves decision problems 
when they are been affected by the behavior of certain variables, and in general, to provide 
information about either the present or a probable future.


The estimation of unknown values from a sample by means of interpolation is a common 
practice in many areas of the science, and in fact, they are often inseparable of the 
processes made in the art of the investigation, especially the related ones with the sciences 
of the earth. A normal process is to obtain from a sample the general behavior of a 
phenomenon.


The spatial interpolation is the procedure used to estimate values for one or more variables 
in places where information neither exists nor it is known from measurement points located 
in the same area or region. When the estimation of the variables is done in places outside 
the area covered by the taken measurements, the process is called extrapolation.


The spatial interpolation provides different methodologies to make analysis of spatial 
information: Geostatistics and Simple Interpolation. Both methodologies can make global or 
local estimations, they both have exact and approximate interpolators. The difference 
among these takes root in the suppositions that are assumed by each one, the number of 
decision parameters and the prediction of the estimation error.


The simple interpolation is based on a natural sciences’ principle from which derives the 
data continuity, which in a given process the rate of change is constant and at least two 
values must be known.


The Geostatistics is a statistical technique used for the estimation, prediction and simulation 







of information correlated spatially. Its analysis uses exploration and interpolation methods 
and these methods need a basic statistical knowledge, due to the fact that when there is 
irregular variation in the information or the simple interpolation shows incoherent results, 
the Geostatisticals methods provide probabilistic estimations with quality of the 
interpolation. They provide a tool (semivariograms) that allows to explore and to obtain a 
better comprehension of the information, besides it grants control over the estimation and 
this can return the best estimations based on the available information, allowing to take 
better decisions.


The Geostatistical method is based on the next suppositions: variable stationarity, intrinsic 
hypothesis and probabilistic distribution in the information. In case that the modeled 
variable behaves as a normal distribution, the results will be more accurate. The efficiency 
of this method depends on the uniformity of the area of study.


In general, it is possible to affirm that the geostatistical methods are superior to the simple 
interpolation if there is a representative sample data and it also depends on the quality of 
the needed estimation. Due to the fact that in some occasions it is necessary to make 
predictions outside of the places where information has been taken, sometimes the spatial 
analysis needs extrapolation, it is supposed that the phenomenon behaves in the same way 
as the information nearest to the point of estimating.


Kriging and the Semivariogram.


The best Geostatistics’ estimator is Kriging. It is known as BLUE (Best Linear Unbiased 
Estimator). With Kriging's application it is possible to minimize the variance of the error 
prediction, since it uses in its estimation the characteristics of variability and spatial 
correlation of the studied phenomenon.


In Geostatistics, it is very important to mention the spatial correlation, which consists of the 
estimation of the spatial dependence among the measured information, this process is 
done through a structural analysis using variograms.


The variograms are variance estimators related to the direction and the distance, they 
indicate the changes of the spatial dependences that exist among of the origin point and 
another, independently of its position.


For facility of application of Kriging's equation system, the function of semivariance  is used 
for obtaining the semivariogram. In a set of information, in order to allow to the 
semivariogram estimate the variance, it is fundamental that the information has certain 
regularity in its distribution, this means that the information should have some stationarity 
degree.


In the construction of a semivariogram exists two stages, one is the construction of the 
experimental semivariogram and the second one is to construct the model of the 
semivariogram.







The experimental semivariogram is build graphically with the point cloud of distances 
among the different couples of the samples points, whereas the model of the 
semivariogram is made through  the adjustment of theoretical functions that support the 
construction of this model. The most useful are the Exponential Model, Spherical Model, 
Gaussian Model and the Potential Model, whose differences take root in the way the 
function growth along the range. 


The semivariogram is formed by three parameters, Nugget, Sill and Range. The Nugget is 
the value in which the semivariogram model intercepts the Y axi, this is the semivariance 
axis, this value can be attributed to measurement errors or spatial  variation sources among 
the samples. The Sill is the top limit of any semivariogram model, the value where the 
range is reached. The Range is the distance in which the function of semivariance stops 
growing.


 


Figure No. 10. Semivariogram’s parameters.
The  Semivariogram’s parameters are Nugget, Sill y Range.


Once constructed the semivariogram model, it is applied a method of geostatistical 
interpolation. The method used for this project was Kriging because it minimizes the error 
variance.


Kriging's objective is to estimate the value of the variable "Z" in a not measured point (Xo). 
For this, a weightened sum of the weight multiplied by the variable value is made. The 
basic equation that represents Kriging is:


 


The Kriging estimation can be punctual or zonal depending on the space in which the 
variable is going to be estimated. Kriging assembles a set of spatial prediction methods that 
are based on the minimization of the RMS, actually, they all have the same foundation and 
differ in the type of estimator (linearly or not linearly), mean value used, trend and the way 
of avoiding the bias.







After having applied the type of Kriging selected for the phenomenon that is being studied, 
it is evaluated the kindness of the adjustment of the prediction through a method called 
cross validation.


Cross validation is based in the exclusion of an observation from the sample points and 
with the remaining values and the chosen semivariogram model, make a prediction (using 
Kriging) of the variable value in the exact location of the excluded sample point. If the 
selected model describes a good structure of spatial auto-correlation, the difference 
between the estimated and observed value must be minimum, otherwise the model is 
rejected and the process rethinks.


Methodological scheme for the geostatistical analysis.


In general, to make a good geostatistical analysis it is necessary to make an iterative 
process to obtain good results. The figure below shows the methodological cycle to execute 
this type of analysis, which is based on statistical models that include auto-correlation and 
allows the making of estimations of the phenomena. It is assumed that before making a 
geostatistical analysis or any another type of analysis, the problem or the phenomenon that 
is expected to investigate has been defined.


   


Figure No. 11. Methodological cycle to make an iteration.


In general the methodological scheme for a Geostatistical analysis is described in seven 
steps.


1. Basic Information. To make a geostatistical analysis, it is necessary to 
use representative samples of the investigated variable and additional 
samples to control the obtained results. It is recommended to have a good 
spatial understanding of the zone or place of the phenomenon location.







2. Select the variables to use. Once selected the variables, it is necessary 
to choose those that have greater influence on the phenomenon, with a 
representative amount  of samples.


3. Exploratory analysis of the information. Before applying 
Geostatistics, it is necessary to purify the information to avoid mistakes in 
the analysis. For example, it is necessary to observe what type of distribution 
the information has, search if the sample data has some trend, if atypical 
values exist and decide if they must be included or removed, analyze the 
spatial distribution and the statistics of the values of the variable.


4. Selection of the method. It must be selected the method that is going 
to be used to make the interpolation, deterministic (Inverse Distance 
Interpolation, Inverse Square Distance Interpolation, Shepard Interpolation, 
Polinomial Interpolation, etc.) or estocastic (Ordinary Kriging, Simple, 
Universal, Residual, etc) and the variable to be used; it is important to know 
that it is possible to make both individual or as a whole analysis for the 
variables, depending on the method of analysis that is in use, Kriging or Co-
Kriging.


5. Structural analysis and calculation. The experimental variogram is 
calculated using a function of spatial correlation, this is the semivariance or 
covariance, in agreement to the cloud of points generated in the 
experimental semivariogram, then the theoretical model that better adjusts 
the experimental semivariogram model is chosen (Spherical, Exponential, 
Gaussian or Potential). Then it is defined the number and size of the Lags 
that are going to be in use in the model (it is recommended that the size of 
the Lag should be similar to the average distance that exists among the 
spatial location of the information). 


It is defined if there is isotropy or anisotropy by means of the semivariogram 
analysis from different  reference angles; with base in the existence or not of 
directional autocorrelation, it becomes necessary to define the vicinity of 
analysis for the information and later the monitoring of the prediction 
mistake is done, which can be made by means of cross validation.


6. Test, Checking and Selection. Different tests are done to choose the 
best method, deterministic or estocastic, and the best model inside them; in 
the practice this is to make the steps 4 and 5 many times since it is 
necessary to find the best model. To choose the most appropriate method 
depends on the size of the sample and the precision that is required in the 
prediction. The selection of the best model is based in choosing the one 
which prediction mistake is minimal. If the results obtained in this stage are 
not inside the parameters specified in the definition of the problem, it is 
necessary to to return to step 1, and this means, to improve the sample data 
and to repeat the analysis cycle.







7. Results. The results can be observed in tables like cross valiadations, 
histograms, QQPLOTs (it shows the quantiles of the differences among the 
standardized mistakes and the corresponding quantiles of a normal 
distribution), trend analysis, clouds of points of the semivariogram or of the 
covariogram, etc. and maps as those of prediction, probability, prediction of 
the standard mistake and of quantiles for each of the previous steps. 


This process must be repeated for each of the variables that are estimated in the analysis. 
This methodological scheme is one of the contributions generated by this project, which 
allows to make the geostatistical analysis in a general form. 


Geostatistical model for Bogotá D.C.


Applying the previously explanation for Bogotá D.C. and considering the local 
considerations, the following processes were executed and the following results were 
obtained.


USED INFORMATION.


The information used for this stage of the investigation is coincidental with the Database 
implemented in the initial phase,  which contains the DAMA measurements in the period 
1997-2000. This Database includes information of the variables that were mentioned 
previously: pressure, radiation, temperature, rain, wind speed, wind direction, methane, 
monoxide of carbon, oxides of nitrogen, dioxides of nitrogen, ozone, PM10 and dioxide of 
sulphur.


DEFINITION AND MEASUREMENT OF VARIABLES.


The variable chosen for the analysis is PM10, this is a solid material that is produced for the 
wind action on areas without vegetation, materials of the not paved routes, processes of 
combustion on factories, breaking rocks and  for construction materials. The unit in which it 
is expressed the level of concentration of this variable in the atmosphere is mg/m3.


This variable is selected because it is one of the substances known as a primary pollutant 
which influences the air quality in cities and besides, from the viewpoint of of human 
health, it is very interesting because its size does not exceed 10 microns (PM10) and for 
this reason it can enter to the respiratory tract and produce damages in its organs. In 
addition, it has been sampled in almost every meteorological station in the study area.


ANALYSYS


The analysis is made on April 24, 2000 and February 13 and April 26, 2001 at 2 p.m., 
besides it is included February 15, 2002 among 0:00 a.m. and 23:00 p.m. This period is 
selected for being the date that has more measurements of the variable.







The analysis consists of choosing two or more interpolation methods among the existing 
ones, to make estimations and to compare the results obtained by each of the selected 
methods. 


It was used a deterministic and stochastic method to make the analysis. The deterministic 
method selected was Inverse Distance Weightened while the estocastic was Ordinary 
Kriging. Inverse Distance is selected because it is the simplest method of interpolation, uses 
few decision parameters and it is a good parameter of comparison. Ordinary Kriging is 
chosen because uses the sample average.


The stationary of the measured variable is assumed because after making a tested 
prediction with trend and without it, the error prediction are minor when the calculations 
are done without it. 


It is done an individual analysis of the variable PM10.


 


Figure No. 12. Comparison among April 24, 2000 and April 26, 2001.


The above figure compares the distribution of PM10 for April 24, 2000 and April 26, 2001 at 
the same hour. It is evident, that the distribution for April 26 was more homogeneous and 
less slanted, besides it is observed how the median of the sample is in half of the variance 
interval, this means that the distribution is normal. In environmental terms, this means that 
the distribution of PM10 for April 26, 2001 in Bogota D.C. was uniform in the urban area.


 


Figure No. 13. Comparison among February 13, 2001 and February 15, 2002..







Continuing the same analysis, it is inferred from the above figure that the distributions are 
less homogeneous than the observed previously. 


ESTIMATION RESULTS


Considering all the results that were obtained in the geostatistical analysis, one of the most 
important is the estimation map, it shows the spatial distribution estimated for February 15, 
2002 at 08:00 AM using both methods.


 


Figure No. 14. Estimation map according to Kriging for February 15 at 08:00 am. 


These are the results obtained applying Ordinary Kriging for the sample of February 15, 
2002 at 08:00 am. The larger concentration of PM10 is in the northwestern part of the city 
and a minor part is in the oriental part. The range of auto-correlation was considered of 
2km.







 
Figure No. 15. Estimation map according to Inverse Distance for February 15 at 


8:00 am. 


Continuing the same analysis, for the method of Inverse Distance is observed that the 
larger PM10 concentration is coincidental with the previous results in the northwestern part 
of the city and the smaller concentration is in the northeastern part, finding differences with 
the previous result.
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ABSTRACT


An Arc/Info Geographic Information System (GIS) method has been developed


for the assessment of nonpoint source pollution in a watershed.  This method makes use


of publicly available elevation, stream network, rainfall, discharge, and land use data


sets and uses a digital discretization, or grid representation, of a watershed for the


approximation of average annual pollutant loads and concentrations.


The San Antonio-Nueces Coastal Basin in south Texas is identified as the test site for


execution of the method.


A digital grid replica of the basin stream network is first created, employing a


"burn-in" process to affix the USGS Digital Line Graph stream network to the Digital


Elevation Model of the basin.  Precipitation is then compared with historical discharge


at five gauge locations in the basin and a mathematical relationship between rainfall


and runoff is established, using a regression analysis.  Literature-based Expected Mean


Concentrations (EMC's) of pollutant constituents are associated with land uses in the


watershed.  The products of these spatially distributed EMC's and the runoff in each


digital basin grid cell are calculated and then summed in the downstream direction to


establish spatially distributed grids of average annual pollutant loads in the basin.


Finally, grids of nonpoint source pollutant concentrations are created by dividing the


average annual pollutant load grids by a grid of total annual cumulative runoff.


In an effort to refine the process, a method of simulating suspected nutrient


point sources in the basin is investigated and an optimization routine is used with


pollutant measurement data at four major sampling points to adjust the literature-based


Expected Mean Concentration values for phosphorus.


The GIS nonpoint source pollution assessment method is performed for four


pollutant constituents:  phosphorus, nitrogen, cadmium, and Fecal Coliform.  Predicted


concentrations for phosphorus and nitrogen, when determined with the simulated point


sources, match closely with average observed concentrations in the basin.  Predicted


Fecal Coliform concentrations did not match well with average observed values, but


Expected Mean Concentration values for the pollutant were highly variable between


land uses and should be investigated further.  Insufficient heavy metal measurement


data exist to make conclusive assessments of predicted cadmium concentrations.
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1 INTRODUCTION


1.1 Background


In recent years, the contribution that nonpoint sources make to pollution in the


United States’ surface waters has come under closer scrutiny.  Nonpoint source, or


diffuse, pollution can be defined as pollution that is not associated with a specific


location, pipe effluent discharge, or “point”.  Duda (1993) lists nonpoint sources of


pollution to include agricultural activities, urban and industrial runoff, combined


sewer overflows and leaks, hazardous waste dumpsites, septic tank systems, mining


and forest harvesting activities, spills, atmospheric deposition, and hydrologic


modifications.  Intermittent discharges from these sources travel over land in a diffuse


manner before reaching surface waters (Rifai et al., 1993).


The relative significance of nonpoint sources in the overall spectrum of


pollutants has also been reassessed in recent years.  In a national assessment compiled


by the U.S. Environmental Protection Agency (EPA) (1992), four times as many


waters were found to be polluted by agricultural activities than by municipal point


source discharges.  Olem (1993) has identified nonpoint source pollution as the main


reason that U.S. waters do not meet water quality standards and, in an analysis of


nutrient water pollution, Puckett (1995) found that nonpoint sources were the


dominant source of nitrogen and phosphorus in the majority of streams studied.


While the Clean Water Act (CWA) of 1972 provided the initial legislative


means for restoring the quality of the nation’s waters, it was not until section 319 was


added in the Water Quality Act of 1987 (PL 100-4) that specific accounting for


nonpoint sources of pollution was addressed.  Through section 319, titled “Nonpoint


Source Management Programs”, the legislature required State governors to submit


State Assessment Reports identifying significant nonpoint sources of pollution to the


States’ navigable waters.  The Act also required the adoption and implementation of


State management programs for controlling pollution added from nonpoint sources to


navigable waters (U.S. Congress, 1987).


The Water Quality Act of 1987 also included, as section 320, a provision for


the establishment of regional National Estuary Programs (NEP's) to oversee the


development of comprehensive estuary management plans.  These National Estuary
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Programs are administered by the EPA and include representatives from State and


local jurisdictional entities, interested Federal agencies, and affected industries and


educational institutions.  One of the main purposes of each National Estuary Program,


in the construction of the management plan, is the development of a relationship


between in situ loads and point and nonpoint loadings of pollutants to the estuarine


zone (U.S. Congress, 1987).  As a result of this focus, much emphasis has been placed


on the characterization of water quality, including nonpoint source pollution


estimates, in each of the National Estuary Program study areas.


In addition to sections 319 and 320 of the Clean Water Act, section 6217 of


the Coastal Zone Act Reauthorization Amendments of 1990 requires States to


establish coastal nonpoint programs, subject to approval by the EPA and the National


Oceanic and Atmospheric Administration (NOAA).  The main purpose of section


6217 is to reinforce the interface between Federal and State coastal zone management


and water quality programs in order to strengthen regional efforts to manage land use


activities that typically degrade coastal waters (USDC-NOAA and USEPA, 1993).


At the Texas State level, the Texas Clean Rivers Act (Senate Bill 818),


enacted subsequent to section 319 of the Clean Water Act, requires that biennial


water quality assessments be performed for each major basin in the State.  The Texas


Natural Resource Conservation Commission (TNRCC) is responsible for


administering these assessments and relies on regional partner entities, such as river


authorities, to organize the assessments for each river basin.  For those


locations/basins where no river authority exists (such as in coastal areas between river


basins), the TNRCC is responsible for producing the assessment report (TNRCC,


1994).


Pursuant to Senate Bill 818, the Texas Clean Rivers Program was created by


the TNRCC to be the administering entity for the regional assessments.  One of the


responsibilities of the Clean Rivers Program is the organization of the assessment


report for the San Antonio-Nueces Coastal Basin, which does not fall within the


jurisdiction of an existing river authority.  The Corpus Christi Bay National Estuary


Program (CCBNEP) is also currently being conducted in the region and there is


considerable interest in the accurate characterization of pollutant loads to the bay


network and estuarine system there.


In support of the TNRCC's water quality assessment of the San Antonio-


Nueces basin, a study of pollutant sources is needed.  As part of this study, a reliable
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method of assessing nonpoint source pollution in the basin is required.  This report


addresses the need for such a method and takes advantage of the technical


opportunity to investigate alternatives for computing nonpoint source loadings on a


spatially distributed basis.


1.2  Objectives


A simplified method of nonpoint source pollution assessment is developed


using the Arc/Info geographic information system (GIS).  This method uses a fine


mesh of 1 hectare (ha) cells laid over the landscape, accounting for the pollutant


loading and runoff derived from each cell.  By tracing the flow of water from cell to


cell, the movement of pollution over the landscape and through a stream network is


simulated.  This method allows for the calculation of average annual nonpoint source


pollutant loadings to a regional hydrologic system.  In addition, estimates of average


expected pollutant concentrations resultant from nonpoint sources are determined.


This research shows that the association of typical pollutant concentrations


with land uses in a watershed can provide a reasonably accurate characterization of


nonpoint source pollution in the watershed.  This method can also be used to identify


areas within a basin that may contribute more significantly to nonpoint source


pollution.  Accordingly, the method is well suited for the selective location of


sampling stations in the establishment of local water quality sampling programs.


There are some limitations with the method discussed in this report.  First, only


average annual assessments are performed, so that runoff and pollutant loads are


considered to be steady state parameters from year to year and within any year.


Average monthly assessments could be just as easily performed using the same


method, but temporal variations in runoff and pollutant loads throughout the basin


would need to be correlated with gauged U.S. Geological Survey (USGS) streamflow


values and are not considered in this study.


Secondly, pollutant concentration from local runoff is assumed to be directly


related to land use in the region and is not considered to vary from event to event or


within areas of similar land uses.  In particular, a single average estimated pollutant
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concentration is assigned to all agricultural land uses instead of considering unique


concentrations for different crops, soil types, or activities.


Throughout this study, pollutant transport in streams is considered to be


conservative, i.e. no decay of pollutants is examined.  This assumption is more


legitimate for smaller watersheds, whose times of concentration (Chow et al., 1988)


are shorter than the chemical reaction times of pollutant constituents.


Finally, point sources are not initially considered as part of the regional


pollution assessment.  A separate study, performed in the later stages of the research,


investigates a method of estimating and simulating point loads along with the spatially


distributed nonpoint loads.  However, a preferred method of including point source


loads would be through the access of publicly available point source permit


documentation.


1.3 Study Area


For this study, the area of interest is the San Antonio-Nueces Coastal Basin,


located in south Texas, just north of the city of Corpus Christi.  The basin is


approximately 7000 square kilometers in size and is bounded by the San Antonio


River Basin to the north, the Nueces River Basin to the south and west, and the Texas


Intracoastal Waterway, including San Antonio Bay, Aransas Bay, and Corpus Christi


Bay, to the south and east.  The basin includes two main rivers, the Mission and


Aransas Rivers, which both flow to the southeast into Copano Bay and, ultimately,


into Aransas Bay.  Figure 1.1 shows the location of the San Antonio-Nueces Coastal


Basin and Figure 1.2 identifies most of its major hydrologic features.


Topographically, the San Antonio-Nueces Coastal Basin is characterized by


fairly distinct variations in elevation in the western part of the basin, away from the


coast, and extremely flat terrain in the near-shore portions of the basin, to the south


and east.  Much of the southern part of the basin is used for agricultural purposes.


Major crops and land uses receiving applications of nutrients and chemicals include


cotton, corn, grain sorghum, melons, and improved pasture.  Soils that support these


land uses range from the dark, calcareous Victoria clays in the coastal portions of the


basin to the fine sandy loams of the Papalote and Orelia series inland and in the
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southern basin.  The shallow, gravelly loams of the Olmos series characterize the


western upland portions of the watershed (Baird et al., 1996).


The San Antonio-Nueces Coastal Basin is largely rural, having only a few


small cities with populations exceeding 5000.  Table 1.1 shows the populations of the


larger cities within the watershed.


1.4 Research Approach


This study makes use of Arc/Info version 7.0 with the GRID module installed.


Additionally, some steps are performed in the accompanying ArcView 2.0 software.


A FORTRAN 77 compiler is also required for the reformat of data acquired over the


 Internet.  The methodology for this study is partitioned into 8 tasks:


(1) A digital database for the study area is established through the assembly of


various publicly available physiographic data sets.


(2) The hydrography of the basin is then modeled using Arc/Info GRID


manipulations of a digital elevation model.  Digital elevation models (DEMs)


discretely represent the surface elevations of a region with a fine mesh of equal area


(1 hectare) grid cells.  The flow of water over this digital elevation surface can be


simulated from cell to cell by following the path of steepest descent.  As a result, this


step produces a digital replica of the basin stream network.


City or Town County Population


Beeville Bee 13,547
Portland San Patricio 12,224


Aransas Pass San Patricio 7,180
Ingleside San Patricio 5,696


Sinton San Patricio 5,549
Rockport Aransas 4,753
Refugio Refugio 3,158


Table 1.1 :  Populations of Major Cities within the San Antonio-Nueces


Coastal Basin (Baird et al., 1996)
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(3) A mathematical relationship between rainfall and runoff in the basin is


established by performing a regression analysis of the 30-year average rainfall


distribution in the basin and the adjusted 30-year average runoff measured at USGS


gauging stations.


(4) Expected Mean Concentration (EMC) values for a number of pollutants


are linked with the various land uses in the basin.  The values used in this study are


published by the U.S. Department of Agriculture Natural Resource Conservation


Service (USDA-NRCS).


(5) Annual pollutant loadings throughout the basin and at sub-basin outlet


points are estimated by accumulating runoff downstream through the digital stream


network.


(6) Estimates of the aerial concentration distribution are calculated for each


pollutant constituent by dividing the total annual cumulative load grid by the total


annual cumulative runoff grid.  These values are compared with average sampled


pollutant concentrations at various locations within the basin.


(7) Point loads in the basin are estimated for locations where the average


sampled concentration is significantly larger than the calculated concentration.


(8) Finally, in an effort to adjust the literature-based Expected Mean


Concentration values, an optimization routine is used to establish values of Expected


Mean Concentration from the mass balance equations at a number of constituent


sampling locations in the basin.


The process developed here, while specific to the San Antonio-Nueces Coastal


Basin, could also be employed for similar nonpoint source pollution assessments in


other geographic regions.  For this study, only average annual loads and annually


averaged concentrations have been considered and estimated.  However, average


seasonal or average monthly loads and concentrations could also be established by


further analysis of the same data sets.
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2 LITERATURE REVIEW


As nonpoint source pollution has garnered more attention in recent years,


governmental agencies, academic and research institutions, and commercial


consulting firms have developed methods of assessing pollution from nonpoint


sources.  Many of these methods have involved the development of computer-based


models for automated, reliable, and repeatable analyses.  More recently, some of


these models have been linked with geographic information systems (GIS) for ease of


data management or for the apportionment of processing tasks.


This chapter provides a review of some of the more well-known nonpoint


source pollution models.  An investigation of some of the more recent integrated


GIS/nonpoint source modeling efforts is also included.  Finally, a discussion is


provided of previous water quality analyses performed in the study area.


2.1 Nonpoint Source Pollution Models


Ever since the EPA created the Stormwater Management Model (SWMM) in


the early 1970's as the first urban runoff quality model (Donigian and Huber, 1991),


researchers worldwide have continued to develop computer-based models to simulate


runoff hydraulics and water quality in urban and non-urban environments.  The role


of GIS in these modeling efforts has also grown from that of a pre-processor for


spatially oriented input data (Evans and Miller, 1988) to that of a stand-alone system


through which runoff hydraulics and water quality are directly simulated (Newell et


al., 1992).


This section describes some of the most commonly used nonpoint source pollution


models and some successful GIS links to them.  All of the models included in this


section are written in standard FORTRAN 77 and are executable under the MS/DOS


environment.


HSPF


The Hydrological Simulation Program-FORTRAN (HSPF) was developed by


the EPA-Athens laboratory (Johanson et al., 1984).  It is executable under either
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DOS-based or VAX VMS systems.  HSPF simulates both watershed hydrology and


water quality for conventional and toxic organic pollution.  The model provides


estimates for these parameters on a one-dimensional stream network basis.  HSPF is


the only water quality model that provides for integrated simulation of land and soil


contaminant runoff processes with instream hydraulic and sediment-chemical kinetics


(Donigian and Huber, 1991).


HSPF requires continuous rainfall records to drive the agricultural runoff


routine embedded in the program.  Additionally, records of evapotranspiration,


temperature, and solar radiation are input to the model.  HSPF simulates the transfer


and reaction processes of hydrolysis, oxidation, photolysis, biodegradation,


volatilization, and sorption.  Settling and resuspension of silts and clays are also


modeled (Johanson et al., 1984).


The outputs of the HSPF model include time histories of the runoff flow rate,


sediment load, and nutrient and pesticide concentrations.  These time histories can be


produced for any point in the stream network of a watershed (Donigian and Huber,


1991).


In 1995, Donigian et al. used HSPF, along with its more recently developed


Agrichemical (AGCHEM) soil nutrient submodel, to estimate nutrient loadings to


Chesapeake Bay.  For this study, the AGCHEM modules were used to establish


typical nutrient balances for each of the major agricultural crop categories in the


Chesapeake Bay watershed.  The analysis  was the first extension and detailed


application of HSPF/AGCHEM on a large (176,000 km2) drainage area (Donigian et


al., 1995).


Also in 1995, Al-Abed and Whiteley used the Arc/Info GIS, along with HSPF,


to simulate the effects of changes in land use and in resource management strategies


on the quality and quantity of irrigation water in the lower portion of the Grand River


watershed, in southwestern Ontario, Canada.  In this study, Arc/Info was used to


establish watershed segments based on soil classification and land use/crop type.  For


each segment in the watershed, water holding capacity, soil infiltration capacity,


surface slope, and initial soil water storage were calculated and provided as inputs to


the HSPF model (Al-Abed and Whiteley, 1995).
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CREAMS/GLEAMS


The U.S. Department of Agriculture-Agricultural Research Service developed


the Chemicals, Runoff, and Erosion from Agricultural Management Systems


(CREAMS) model (Knisel, 1980) to aid in the assessment of agricultural best


management practices for pollution control.  Like HSPF, CREAMS is a continuous


simulation model requiring continuous precipitation data and monthly values of air


temperature and solar radiation.  Soil and crop type data are also provided as inputs.


In order to assess best management practices, the user of CREAMS can simulate


various management activities, such as aerial spraying or ground application of


pesticides, animal waste management, tillage operations, or terracing (Knisel, 1980).


CREAMS calculates runoff volume, peak flow, infiltration,


evapotranspiration, soil water content, and percolation on a daily basis.  Daily erosion


and sediment yield are also estimated and average concentrations of sediment-


associated and solute chemicals are calculated for the runoff, sediment, and


percolating water (Knisel, 1980).


By incorporating a component for vertical flux of pesticides in the root zone,


the Groundwater Loading Effects of Agricultural Management Systems (GLEAMS)


model (Leonard et al., 1987) was established.  GLEAMS is partitioned into three


components, namely hydrology, erosion/sediment yield, and pesticides.  Rainfall is


partitioned into surface runoff and infiltrating water using the Soil Conservation


Service (SCS) Curve Number Method (Chow et al., 1988).  Soils are divided into


multiple layers of varying thickness for water and pesticide routing (Leonard et al.,


1987).


A watershed version (Opus) of CREAMS/GLEAMS has also been created.


Opus is a comprehensive model that simulates the processes of sediment transport,


chemical transport, carbon and nutrient cycles in soil microbial decay, flow of heat in


soil, and growth of crops (Smith, 1992).  Opus relies heavily on algorithms from other


models:  weather conditions are simulated by a daily weather generation model


(WGEN), daily runoff is calculated from a modified SCS Curve Number approach,


and soil erosion is modeled using the Modified Universal Soil Loss Equation


(MUSLE) (Williams, 1975).
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Zhang et al. (1995) used CREAMS-WT, a modified field scale version of


CREAMS, for simulating runoff and nutrients under high water table conditions, along


with the Enhanced Stream Water Quality Model (QUAL2E) (Brown and Barnwell,


1987) and the GIS-based Lake Okeechobee Agricultural Decision Support System


(LOADSS), to simulate phosphorus transport processes in the watersheds draining to


Lake Okeechobee in south Florida.  For this study, the LOADSS GIS was used to


provide spatially distributed land use data to the CREAMS-WT model.  Using soils


associated data for the land uses, the CREAMS-WT calculates phosphorus


concentration values throughout the watershed.  This data, along with surface runoff


data, is provided to QUAL2E, which simulates the phosphorus transport and retention


in wetlands and stream channels.  The South Florida Water Management District


continues to use this modeling framework for assessment of eutrophication problems


in the lake (Zhang et al., 1995).


AGNPS


The Agricultural Nonpoint Source Pollution Model (AGNPS) was created by


the U.S. Department of Agriculture-Agricultural Research Service (Young et al.,


1986) in order to compare the effects of different watershed pollution control


management practices.  AGNPS simulates sediment and nutrient loadings from


agricultural watersheds for single storm events or for continuous data input.


Watersheds in the model are discretized into series of square cells, for which


homogeneous characteristic parameters are assigned.


AGNPS is partitioned into two submodels.  The erosion portion of the model


provides estimates of upland erosion, channel erosion, and sediment yield.  The model


uses the Modified Universal Soil Loss Equation (Williams, 1975) for soil erosion


calculations and distributes predicted erosion into five particle size categories:  sand,


silt, clay, small aggregates, and large aggregates.  The pollutant transport portion of


AGNPS is subdivided into one part addressing soluble pollutants and one part


handling pollutants adsorbed onto solids.  Nitrogen and phosphorus loads are


determined using relationships between chemical concentrations, sediment yield, and


runoff volume (Young et al., 1986).
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Input data for AGNPS are classified into two categories:  watershed data and


cell data.  Watershed data includes information applicable to the entire watershed,


while cell data is based on land use practices and soil type data within each cell.


Output of the model includes a hydrology component, with runoff volume and peak


runoff rate, and a sediment component, which includes the erosion data described


above and estimates of pollutant loadings.  Volumes and loadings can be determined


on a watershed scale or for each receiving cell (Young et al., 1986).


AGNPS has proven to be a quite popular model with researchers and there


have been significant numbers of studies coupling AGNPS to other models and GIS.


Evans and Miller (1988) used a grid cell-based GIS known as ERDAS (Earth


Resources Data Analysis System) integrated with AGNPS.  In their study, Evans and


Miller used an ERDAS algorithm called AGNPSIN to compute average AGNPS cell


values for land slope, channel slope, curve number, roughness coefficient, surface


condition constant, soil texture, chemical oxygen demand, and cropping factor.  The


calculated average cell values were then written to a data file, which supplied direct


input to AGNPS during execution of the model.


Vieux and Needham (1993) studied the sensitivity of AGNPS to variations in


Arc/Info grid-cell sizes.  A 282-hectare agricultural and forested watershed near


Morris, Minnesota was used as the test case.  By varying the Arc/Info grid-cells


between one hectare and 16 hectares, simulated flow path lengths were seen to


decrease with increasing grid-cell size.  This shortening of flow paths is attributed to


stream meander short-circuiting at the larger grid-cell sizes.  A corresponding


variability in AGNPS sediment yield, which is dependent on flow-path length, was


also observed.  Sediment delivery ratio, when using the one-hectare grid-cells, was


71% greater than for the 16-hectare grid-cells.  This variation was due solely to the


cell size selected to represent the watershed.  This research showed that cell size


selection for a discrete watershed analysis should be based on the scale necessary to


capture the spatial variability of parameters in the watershed.


Mitchell et al. (1993) used the Geographic Resources Analysis Support System


(GRASS) GIS (U.S. Army, 1987), integrated with AGNPS, to perform a validation of


the model for small mild topography watersheds in East Illinois.  Using GRASS, all 22


input parameters for the AGNPS model were obtained from just four GIS layers.


These input parameters were established either by using internal GRASS routines or
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by reclassification of the original GIS layers.  For example, the Universal Soil Loss


Equation K factor, the percent sand, percent clay, and the hydrologic soil group are


AGNPS parameters which are associated with GIS polygons on the soils map.


Reclassifications of the soils map with values for these parameters resulted in four


input parameter layers for the AGNPS model.


Other AGNPS links with Arc/Info have also been investigated.  A study of the


impact of changing agricultural management practices on predicted water quality of


the 1465 km2 Bedford-Ouse catchment in England (Morse et al., 1994) showed that


AGNPS input parameters could be effectively processed and provided through an


interface with Arc/Info.   Also, an evaluation of the effectiveness of different


management strategies in reducing sediment loads was performed for the 417-hectare


Bluegrass watershed in Audubon County, Iowa (Tim and Jolly, 1994).  The integrated


AGNPS-Arc/Info system proved to be an effective framework for assessing sediment


load reductions through the management practices of vegetation filter stripping and


contour buffer stripping.


ANSWERS


The ANSWERS (Areal Nonpoint Source Watershed Environment Response


Simulation) model was developed in the Agricultural Engineering Department of


Purdue University in the late 1960’s.  It is a distributed parameter, event-based model


for predicting the hydrologic and erosion response of agricultural watersheds.  The


distributed parameter approach allows the user to account for spatial variability of


input variables.  ANSWERS also allows for selective evaluation of output within the


watershed instead of being limited to the basin outlet (Donigian and Huber, 1991).


Within ANSWERS, an entire watershed is discretized into square cells within


which input variables are constant.  Principal inputs to the model are the rainfall


hyetograph, antecedent soil moisture, and the soil, crop, and physical characteristics


of each discrete cell.  The model calculates amount of infiltration and then simulates


surface storage, surface detention and overland flow.  Soil detached from rainfall or


runoff is also available for transport by overland flow.  ANSWERS outputs an event


hydrograph and an event sedimentgraph, from which net sediment yield may be


determined (von Euw et al.. 1989).
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ANSWERS has been found to be extremely sensitive to rainfall input,


indicating that care must be taken for temporally and spatially variable events.  The


model is also sensitive to infiltration variables for small events (von Euw et al., 1989).


In a comparative study of various water quality models, Engel et al., (1993)


used GRASS, linked with ANSWERS, to assess model accuracy of predicted


hydrologic responses and sediment loads from  single rainfall events in an 830-acre


agricultural watershed near West Lafayette, Indiana.  GRASS tools, written in the C


programming language, were used to calculate flow direction and slope lengths from


digital elevation model data, determine SCS curve number values for each ANSWERS


cell, and develop soil property data layers from soil series data layers.


For four separate rainfall events, the simulated (ANSWERS) hydrologic


responses were found to correlate closely with actual hydrograph responses in the


watershed.  Predicted sediment loads from ANSWERS, however, were significantly


and consistently less than actual measured loads.  This research showed that rough


estimates for ANSWERS input parameters, as calculated in GRASS, were sufficient


for the prediction of hydrologic response, but not for predicting sediment loads (Engel


et al., 1993).


SWAT


The Soil Water and Assessment Tool (SWAT; Arnold et al., 1993) was


developed as an extension to the Simulator for Water Resources in Rural Basins


(SWRRB; Williams et al., 1985) at the Texas Water Resource Institute in College


Station, Texas.  SWAT is a continuous spatially distributed watershed model operating


on a daily time step.  It simulates runoff, sediment, nutrient, and pesticide movement


through a watershed and aids in assessing water supplies and nonpoint source


pollution in large basins (Arnold et al., 1993).


SWAT was one of the nonpoint source pollution water quality models assessed


in the comparison of Engel et al. (1993).  As with the ANSWERS model, input


parameters were calculated in GRASS and provided to the SWAT model.  SWAT


estimates for total runoff and nutrient and sediment loads were less accurate than the


ANSWERS simulated values.
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Jacobson et al. (1995) also used a coupling of GRASS and SWAT in their


evaluation of water quality impacts of diverse crops and management practices in the


Herring Marsh Run Watershed in the North Carolina Coastal Plain.  For this study,


GRASS was used to input data for the SWAT model.  The resultant monthly stream


flows predicted by SWAT were seen to be adequate, but nitrate-nitrogen loading


values were not.


Other Models


Other water quality models have been coupled with GIS for a variety of


purposes.  Kern and Stednick (1993) used Arc/Info with a metal speciation model


(MINTEQA2) to develop the Chemical-Hydrologic Resource Information System


(CHRIS).  CHRIS was then used in the Upper Arkansas River catchment to identify


heavy metal species concentrations in specified stream reaches and to associate water


quality analyses with landscape elements in the basin.


The GRASS GIS has also been used extensively in combination with other


water quality models.  In an effort to provide for easier assessment of downstream


hydrologic and sedimentation impacts, Hodge et al. (1988) linked GRASS with the


ARMSED model of the U.S. Army Construction Engineering Research Laboratory


(USA-CERL).  ARMSED is an adapted version of the Multiple Watershed Sediment


Routine (MULTSED) model, which was developed jointly by Colorado State


University and New Mexico State University personnel.


Matlock et al. (1995) used GRASS as a data storage and display medium in the


development of the Spatially Integrated Model for Phosphorus Loading and Erosion


(SIMPLE).  SIMPLE was then used to characterize nonpoint source contributions of


phosphorus at a watershed scale.


Less recognized GIS programs have also been used for nonpoint source


pollution modeling.  Klaghofer et al. (1993) linked AGNPS and the Erosion


Productivity Impact Calculator (EPIC; Williams et al., 1993) to Clark University’s


IDRISI GIS (Eastman, 1990) to estimate sediment and nutrient transport resultant


from runoff processes.  In The Netherlands, Molenaar et al. (1993) used data layers


from an unnamed GIS, integrated them into a system called the Integrated River
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Information System (IRIS), and used IRIS for the identification and quantification of


transboundary pollutant sources and loads.


2.2 GIS-Based Nonpoint Source Pollution Models


In their investigation of alternative management strategies for reduction of


sediment pollution using the combined AGNPS-Arc/Info model, Tim and Jolly (1994)


refer to three potential levels of integrating GIS with hydrologic/water quality models.


For the first level of integration, known as Ad-hoc integration, the GIS and the Model


are developed separately and are executed independently.  The GIS serves only as a


pre-processor of the input data for the model.  Most of the studies discussed in section


2.1 fall into this category.


The second level of integration - partial integration - is the result of


establishing an interactive interface between the GIS and the model.  In this level of


integration, the GIS provides input data to the model, but also accepts modeling


results from the model for further processing and/or presentation.


The third level of integration is typically referred to as complete integration or


“modeling within GIS”.  For this level of integration, the functionality of the


hydrologic/water quality model is implemented or programmed directly into the GIS,


so that data pre-processing and analytical functions are performed under the same


operating system.  This level of integration is technically preferred by most modelers,


but is often difficult to implement, due to incompatibilities in the data structures of the


model and the GIS, or due to proprietary rights of commercial GIS software limiting


the introduction of additional processing routines.


Figure 2.1 shows schematic illustrations of the three potential levels of


integration for GIS and hydrologic/water quality models.  This section describes some


hydrologic and nonpoint source pollution modeling efforts employing either partial or


complete integration with a GIS.
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Partial Integration


Tim and Jolly (1994) refer to their own investigation as a partial integration of


the Arc/Info GIS with AGNPS.  For this study, the AGNPS input data was created in


Arc/Info through manipulation of topography, hydrography, soil, land cover, land


management and climate data coverages.  These vector data sets were converted into


raster data units corresponding to the AGNPS cell size.  Once the data was provided


to AGNPS and execution of the model was performed, the output was fed back into


Arc/Info for subsequent analysis and presentation.


Kim and Ventura (1993) used an unnamed GIS, along with the Source Loading


and Management Model (SLAMM), to identify critical areas of excessive nonpoint


source pollutant loadings in the urban portion of southern Milwaukee County,


Wisconsin.  Contrasting with most of the studies discussed in section 2.1, most of the


analytical processing in this study was performed in the GIS, with SLAMM used to


estimate runoff volumes and pollutant loadings from individual rainfall events for


each land use polygon in the study area.  The GIS was then used to accumulate the


calculated loads of phosphorus, zinc, copper, lead, cadmium, and sediment for each


digitally delineated sewer sub-basin in the watershed.


Complete Integration


Stuebe and Johnston (1990) modeled rainfall runoff directly into the GRASS


GIS for six watersheds in Lawrence County, South Dakota.  Starting with elevation,


soils, and land cover data, GRASS was used to connect the soils and land use data


layers to 30-meter resolution raster map layers corresponding to the digital elevation


model grid cells.  The soils grid was reclassified to create a grid of hydrologic soil


group values and the land use grid was reclassified to assign Soil Conservation Service


(SCS) curve number values to each discrete 30-meter grid cell.


Then, using the SCS curve number model, map layers of potential abstraction


and runoff from each 30-meter grid cell were established.  The watersheds of the


region were digitally delineated using GRASS’s internal Gwatershed program.


Finally, the grid cell-based surface runoff values determined from the curve number


method
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were accumulated throughout the digital basin to establish values of runoff at each


watershed outlet point (Stuebe and Johnston, 1990).


Completely integrated GIS models of the Universal Soil Loss Equation (USLE)


have also been created.  Hession and Shanholtz (1988) created the Virginia


Geographic Information System (VirGIS), incorporating the USLE and a sediment


delivery ratio, for the estimation of potential sediment loadings to streams from


agricultural lands.  Separate land use-based map layers were created for rainfall


erosivity factor, soil erodibility factor, slope length, cover and management factor,


and conservation practice factor.  Each of these parameters are components of the


USLE, and a value for soil loss per unit area was determined by combining them.


Sediment delivery ratio for each land use cell was also determined as a function of the


relief and slope in each cell.


Potential sediment loading from each cell was determined as the product of


the soil loss per unit area and the delivery ratio.  Finally, a Pollution Density Index for


each modeled watershed was calculated as the sum of all cell-based potential


sediment loadings in the watershed divided by the number of cells there (Hession and


Shanholtz, 1988).


Heidtke and Auer (1993) also modeled the USLE in a GIS developed and


maintained by the Cayuga County Planning Board in Upstate New York.  The GIS


was used to build a matrix of land use areas, specified by soil texture and surface


slope, for six sub-basins draining to Owasco Lake.  The USLE was used, with the


appropriate factors indexed by the soil and slope data, to calculate annual soil erosion


from each sub-basin.  Unit area phosphorus load from each sub-basin was determined


by multiplying the annual soil erosion by typical phosphorus concentration values


obtained from in situ soil chemistry measurements for each soil type.  As a result of


this implementation, a simple GIS-based model for prediction of annual phosphorus


loads to Owasco Lake was established.


Zollweg et al. (1995) created another GIS-based phosphorus loading model for


the 25.7-hectare Brown Watershed near Harrisburg, Pennsylvania.  For this study, the


Soil Moisture-based Runoff Model (SMoRMod) was rehosted within the GRASS GIS.


SMoRMod is an event-based, distributed model of watershed processes, including


infiltration, soil moisture redistribution, groundwater flows, and surface runoff.


SMoRMod also accounts for variable source areas, which are defined as
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runoff contributing regions within a watershed that expand and contract during storm


events, providing variable amounts of runoff over the length of the event (Ward,


1984).


Through use of the GRASS GIS, aerial distributions of simulated runoff and


phosphorus losses were produced, allowing for the identification of zones of runoff


and phosphorus production.  The GRASS-hosted SMoRMod algorithm was also


modified to implement various land management practices throughout the watershed.


This allowed for an assessment of the phosphorus load reducing capabilities of each


practice (Zollweg et al., 1995).


Newell et al. (1992) performed an assessment of nonpoint sources and


loadings to the Galveston Bay in Texas, as part of a Galveston Bay National Estuary


Program study.  The assessment was done completely within the Arc/Info GIS and


was executed for a list of 15 pollutant constituents, including heavy metals, nutrients,


total suspended solids, biochemical oxygen demand, and fecal coliform.  For this


study, subwatersheds within the study area were manually digitized from USGS 7.5-


minute quadrangle maps.  Annual runoff values were then established for each


subwatershed, using the GIS-modeled SCS curve number method, with precipitation,


soil type, land use, and curve number data as inputs to the model.  Annual runoff


values were calculated for typical wet, average, and dry years.


Typical pollutant constituent loadings for all three categories of runoff were


calculated by associating pollutant event mean concentrations with land use polygons


in each subwatershed.  For each pollutant of interest, an average weighted event mean


concentration was established in each subwatershed and multiplied by the annual


runoff in that subwatershed to establish total nonpoint source loads of the pollutant


(Newell et al., 1992).


The nonpoint source pollution assessment method described by Newell et al.


(1992) resembles the method applied in this report more closely than do the


approaches of the other studies cited in this section and section 2.1.
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2.3 Earlier studies in the San Antonio-Nueces Coastal Basin


The modeling efforts discussed in sections 2.1 and 2.2 represent a diverse


cross-section of approaches for simulating hydrologic and water quality parameters.


Those investigations also represent a wide variety of study areas where the models


have been implemented.  These regions are chosen for various reasons, ranging from


ease of implementation at the location to availability of an abundance of measurement


data with which to compare model results.  Frequently, however, study areas are


chosen, not for the convenience of model implementation, but because a particular


hydrologic or water quality problem exists there.


Complex natural hydrologic systems that are placed under some additional


manufactured or man-made burden typically encounter such problems.  The Texas


Intracoastal Waterway, with its elaborate network of bays, estuaries, marshes, and


barrier islands, is a complex hydrologic system made more complicated by the


encroachment of industry, agriculture, and shipping throughout its length.  In


accordance with the greater potential for the occurrence of water quality problems,


many hydrologic and water quality analyses have been conducted throughout the


waterway.  This section focuses on water quality modeling studies that have been


performed in close proximity to the San Antonio-Nueces Coastal Basin, particularly in


the estuarine regions near Copano Bay, Aransas Bay, and Corpus Christi Bay.


Estuarine water quality modeling of the Corpus Christi Bay dates back to at


least the mid 1970’s.  In 1974, Penumalli et al. applied a model developed by the


Texas Water Development Board (TWDB) called the Corpus Christi-Aransas-Copano


Bay System Model.  This model simulated the aerial shape of the bay network with a


series of one square nautical mile grid cells (Figure 2.2).  Hydraulic flow throughout


the bay network was simulated using a finite difference method to model flow


between cells, or segments.


For the same study, a mathematical water quality model was also created to


represent conservative constituent transport between grid cells.  A finite difference


implementation was also employed for this model, accounting for spatial and temporal


distributions of the mass concentration of a constituent (Penumalli et al., 1974).


Using these models, with boundary conditions implemented for all boundary


cells in the discrete network, simulated phosphorus and nitrogen concentrations were
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established for each grid cell.  These concentrations were determined using estimated


loadings of the nutrients for the year 1972.  The results were compared with observed


concentrations measured at various locations throughout the bay network and the


models were adjusted for better agreement with the observed measurements.  The


final adjusted models were used to estimate nitrogen and phosphorus concentration


profiles throughout the bay network for the years 1980 and 1990, using anticipated


nutrient loadings for those years (Penumalli et al., 1974).


Lambert and Fruh (1976) used a modified version of a hydrodynamic


mathematical model called HYDTID, along with a salinity transport model called


LOTRAN, to help in the determination of minimum fresh water inflow requirements


to Corpus Christi Bay.  For the grid-cell representation of the bay, HYDTID and


LOTRAN account for hydrodynamic circulation patterns, tidal effects, and vertical


mixing, when provided with a varying fresh water inflow profile and a tide cycle


period as inputs.


The combined HYDTID/LOTRAN model also accepts, as input parameters,


aerial locations and magnitudes of return flows and diversion sources, average rainfall


and gross evaporation, average wind speed and direction, aerial locations and


magnitudes of excitation tides, and typical boundary condition salinity concentrations.


Each of these parameters are provided as average values for a chosen time interval


(typically monthly) of the model (Lambert and Fruh, 1976).


For this analysis, various model runs were performed, using monthly values of


the input data parameters and fresh water inflow data from the period 1913-1962.  By


using the historical health profiles of certain aquatic indicator organisms local to


Corpus Christi Bay for the same time period, assessments of the adequacy of the


documented fresh water inflows were made.  Finally, determinations of the minimum


fresh water inflows required to maintain organism health were established (Lambert


and Fruh, 1976).


Another study of fresh water inflows to the bay network was performed in


1981 by the Texas Department of Water Resources (TDWR).  For this analysis, the


TDWR used the same hydrodynamic and salinity transport mathematical models to


assess the effects of fresh water inflows to the Nueces and Mission-Aransas estuaries.


For the purposes of the investigation, this estuary system was defined as the portion of
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the Texas Intracoastal Waterway including Nueces Bay, Corpus Christi Bay, Oso


Bay, Redfish Bay, Aransas Bay, Copano Bay, and Mission Bay (Figure 2.3).


Annual and monthly average values of fresh water inflows over the period


from 1941 to 1976 were used as inputs to the model.  Water quality of these inflows


was determined by comparison with measured data from USGS gauging stations on


Copano Creek, Mission River, Chiltipin Creek, Nueces River, and Oso Creek.  As a


result of this modeling effort, simulated salinities were generally seen to be within five


parts per thousand of observed salinities.  Exceedences of this value were consistently


seen for the Nueces Bay area, where additional unmodeled industrial brine discharges


were suspected of contributing to elevated salinities during periods of low flow


(TDWR, 1981).


The TDWR study also included a fresh water inflow/salinity regression


analysis in an attempt to determine mathematical relationships applicable at different


points within the bay network.  The regression analysis resulted in the establishment


of two geometric series relationships for monthly average salinity and monthly gauged


flow.  Using these relationships, salinities were estimated for gauged streamflow into


the Nueces Bay and Copano Bay (TDWR, 1981).


The Texas Natural Resource Conservation Commission (TNRCC) published a


study of water quality in the Nueces Coastal Basins in 1994.  In an effort to identify


areas with a high potential risk of nonpoint source loadings, the TNRCC used


Arc/Info for the establishment of a nonpoint source pollution potential index.  This


index was determined by considering components related to soil type, land use, and


landscape features such as soil permeability, slope, and soil erodibility.


Components of the nonpoint source pollution potential index are based on the


Revised Universal Soil Loss Equation (RUSLE; Renard et al., 1993).  For each of the


elements of this equation, a separate Arc/Info layer was created with element values


assigned to the reclassified polygons from the original source map.  For example,


values for the soil erodibility an slope steepness layers were assigned to polygons from


the initial soils map.  In addition to the elements from the RUSLE, the nonpoint


source pollution potential index also includes factors accounting for land use potential


to permanently degrade receiving waters and land use potential to supply non-


sediment related hazardous pollutants, such as pesticides or heavy metals.  Separate


Arc/Info layers for each of these factors were also created (TNRCC, 1994).
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The product of the RUSLE elements and the other factors provided values for


the nonpoint source pollution potential index.  Through application of this index to the


study areas of the San Antonio-Nueces and Nueces-Rio-Grande Coastal Basins, the


TNRCC concluded that the region generally had a moderate potential for nonpoint


pollutant sources, but that areas of higher potential existed for agricultural land uses in


regions of maximum slope and erodible soils (TNRCC, 1994).


Most recently, Baird et al., (1996) used SWAT and HSPF in a comparison of


each model’s effectiveness in the assessment of nonpoint source pollution.  This


comparison was performed on the Oso Creek watershed in southern Nueces County,


as part of a Corpus Christi Bay National Estuary Program study.  Both models were


calibrated for the period of 1987 through 1992, using rainfall data from three gauges


in the watershed and streamflow data from the USGS Oso Creek gauge, which drains


the upper 39% of the watershed.


The SWAT model was used to simulate streamflow at the Oso Creek gauge,


with rainfall data from two of the three precipitation gauges used as input.


Agricultural cropping profiles, along with tillage management practices for the fallow


period, were also applied as inputs.  As a result of this modeling effort, average annual


predicted streamflow was determined to be approximately 10% less than the average


observed streamflow over the period between 1987 and 1992.  Predicted streamflow


values for each individual year between 1986 and 1993 showed errors in excess of


80%, when compared with observed annual streamflow values (Baird et al., 1996).


HSPF was used to model both streamflow and loadings of nutrients and


sediments.  Model parameters were calibrated for the upper portion of the watershed


and then applied to the entire watershed for the estimation of runoff and loadings to


Corpus Christi Bay.  Rainfall data from the most central of the three precipitation


gauges was applied across the watershed.  The average annual predicted streamflow


calculated by HSPF was within 0.4% of the average observed value over the period


from  1987 to 1992.  As with the SWAT model, however, predicted stream flow


values for individual years showed more significant errors of up to 68% (Baird et al.,


1996).


Nutrient and sediment loadings were predicted by the HSPF model by


applying expected mean concentration values to land uses in the Oso Creek


watershed, determining the percentage of each land use within the watershed,


calculating the
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corresponding percentages of the total runoff from each land use type, and


multiplying the pollutant expected mean concentration values by the land use-based


runoff values.  This process resulted in sets of land use-based loads for each month in


the eight year modeling period.  Summation of the land use-based loads resulted in a


total load of pollutant from the watershed.  Variability of the loadings from year to


year naturally corresponded to the observed variability of streamflows from year to


year (Baird et al., 1996).  Overall, the HSPF model was seen to be more robust and to


provide more accurate results than the SWAT model.
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3 DATA DESCRIPTION


This study uses raster and vector data sets that are publicly available from a


variety of sources.  Raster data sets have values stored in a uniform rectangular array


and are typically referred to as grids.  A digital elevation model is an example of a


raster data set.  Vector data sets include points, lines, and/or polygons and are


typically referred to as coverages.  A point coverage includes data represented by


single coordinate values, such as locations of streamflow gauges.  Line coverages,


such as stream networks, are defined by series of points, with nodes specified as the


starting and ending points of each line.  Polygon coverages, such as watershed


boundaries, are made up of connected sequences of lines.  Vector data sets also have


associated tables of values that describe the geographic features they represent.


(Environmental Systems Research Institute, 1990).


Vector data layers can be converted into raster data layers (and vice versa) by


using the conventions that a point may be represented as a single grid cell, a line may


be represented as a string of grid cells, and a polygon may be represented as a zone of


cells.  The Arc/Info GIS supports the transformations between these raster and vector


data sets.


3.1 Map Projection


A standard map projection is needed for any study where the superposition


and spatial analysis of geographic data from different sources is performed.  Spatial


data sets are typically available at various map scales and in different coordinate


systems.  Arc/Info GIS allows for the successful adjoining of spatial data, even if the


data are of different spatial scales, as long as that data have common datum and map


projections.  Arc/Info also allows for conversion from one map projection to another.


The Texas State Mapping System, which is sometimes referred to as the


Shackleford State Mapping System, is defined using a Lambert conformal conic


projection, which preserves shapes on a map.  For this study, a map projection that


preserves area, such as the Albers equal-area conic projection, is preferred to the


Lambert projection because it simplifies computations of water and mass balances
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over a region (Snyder, 1987).  Thus, a hybrid map projection is used for the study,


called the Texas State Mapping System-Albers (TSMS-Albers) projection.  A list of


the TSMS-Albers projection parameters is shown in Table 3.1.


The North American Datum of 1983 (NAD83) uses the Geodetic Reference


System of 1980 (GRS80) ellipsoid as a reference ellipsoid defining orientation relative


to the geoid of Earth.  The Texas State Mapping System projection uses this datum


instead of the North American Datum of 1927 (NAD27), which uses the older Clarke


(1866) ellipsoid as a reference (Snyder, 1987).


3.2  Establishing a Digital Database


The establishment of a watershed digital description involves the assembly of


the data that is ultimately used for each of the subsequent steps of the assessment.


Table 3.2 summarizes the data sources used in this study and provides Internet


addresses for obtaining the data.  Procedures for accessing this data can be obtained


from the University of Texas at Austin GIS Hydrologic Modeling World Wide Web


site at http://civil.ce.utexas.edu/prof/maidment/gishydro/.


This section describes each of the data sets and provides a discussion of how


they are managed in order to extract the data specific to the San Antonio-Nueces


Coastal Basin.   A running narrative of the steps performed is provided along with the


Projection: Albers
Datum: NAD83
Units: meters


Spheroid: GRS1980
1st Standard Parallel: 27  25  0.00
2nd Standard Parallel: 34  55  0.00


Central Meridian -100  0  0.00
Latitude of Origin: 31 10  0.00
False Easting (m): 1,000,000
False Northing (m): 1,000,000


Table 3.1  :  Texas State Mapping System-Albers Projection Parameters
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DATA SOURCE INTERNET ADDRESS


Digital Elevation Models (DEMs) http://sun1.cr.usgs.gov/eros-home.html
Hydrography Digital Line Graphs http://sun1.cr.usgs.gov/eros-home.html
Hydrologic Unit Codes (HUCs) http://h2o.er.usgs.gov/nsdi/wais/water/huc250.HTML


Land Use/Land Cover (LULC) Files http://www.epa.gov/epahome/search.html
USGS Daily Discharge Values http://txwww.cr.usgs.gov/cgi-bin/nwis1_server


USGS Stream Gauge Locations http://txwww.cr.usgs.gov/cgi-bin/nwis1_server
Precipitation Grids fsl.orst.edu  (anonymous ftp site)


Expected Mean Concentration values CCBNEP (not available via Internet)
Water Quality Measurement Data tnris.twdb.state.tx.us  (anonymous ftp site)


Table 3.2 :  Internet Addresses for Data Sources


actual Arc/Info and UNIX commands.  This format provides the reader insight into


the specific steps performed and describes the theoretical bases for each procedure.


In addition, some of the steps in this chapter are more efficiently performed via


automated Arc Macro Language (AML) scripts.  Where appropriate, these AMLs are


referenced and included in Appendix B.


Hydrologic Unit Codes (HUCs)


Watersheds typically define the boundaries of a hydrologic study.  Reasonable


approximations of the drainage basin boundaries in the United States are available


through the USGS 1:250,000-scale Hydrologic Unit Codes (HUCs).  This data was


created through digitization of a combination of 1:250,000-, 1:100,000-, and


1:2,000,000-scale Hydrologic Unit Maps, which divide the United States into 21 major


hydrologic regions and further subdivide the regions into subregions, accounting units,


and cataloging units.  Each of these subdivisions are uniquely identified by two-digit


fields contained within an eight-digit attribute code referred to as the Hydrologic Unit


Code.  The first two digits in the code identify water resources region; the first four


digits identify subregion; the first six digits identify accounting unit; and the whole


eight-digit code identifies the cataloging unit (Steeves and Nebert, 1994).


The Hydrologic Unit Codes are available on Internet from the USGS in an


Albers equal area conical projection (see Table 3.2 for address).  The San Antonio-


Nueces Coastal Basin HUCs are not specifically required data for the nonpoint source
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pollution assessment, but they do provide a useful frame of reference for comparison


with the digitally delineated versions of the basin and subwatersheds (see Figure 3.1).


The Hydrologic Unit Codes start as Arc/Info interchange files (denoted by a


file extension of .e00).  A coverage is created from the interchange file through use of


the Arc/Info Import command:


Arc:  import cover huc250.e00 huc250


The huc250 coverage is displayed in the ArcView 2.0 program and the


regional location of the San Antonio-Nueces coastal basin is magnified.  Through use


of the ArcView query builder, five polygons that approximate the basin are identified.


Using ArcView Tables, the eight-digit Hydrologic Unit Code for each of the polygons


is determined and recorded.  Table 3.3 lists the five Hydrologic Unit Codes that


approximate the San Antonio-Nueces coastal basin.


To create a new Hydrologic Unit Code coverage including only the five San


Antonio-Nueces polygons, the Arc/Info Reselect command is invoked.  Through use


of the re-select and add-select features of the command, the HUCs with values


between 12100404 and 12100407 are chosen and then appended with the code of


12110201.  The new coverage is then converted into the desired TSMS-Albers


projection and polygon topology is restored with the Arc/Info Clean command:


Arc:  reselect huc250 hucs
>:  res huc >= 12100404
>:  ~    <return>
Do you wish to re-enter expression?(Y/N):  n
Do you wish to enter another expression? (Y/N):  y
>:  res huc >= 12100407
>:  ~
Do you wish to re-enter expression?(Y/N):  n
Do you wish to enter another expression? (Y/N):  y
>:  asel huc = 12110201
>:  ~
Do you wish to re-enter expression?(Y/N):  n
Do you wish to enter another expression? (Y/N):  n


5 features out of 2157 selected
Arc:  project cover hucs hucsan alb-tsms.prj
Arc:  clean hucsan sanhucs
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Hydrologic Unit Code Name


12100404 West San Antonio Bay
12100405 Aransas Bay
12100406 Mission River
12100407 Aransas River
12110201 North Corpus Christi Bay


Table 3.3 :  Hydrologic Unit Codes Approximating the


San Antonio-Nueces Coastal Basin


The above Project command makes use of a projection file (alb-tsms.prj) that


specifies conversion from the national Albers projection to TSMS-Albers parameters.


This projection file is included in Appendix B.  The sanhucs coverage provides an


initial approximation of the San Antonio-Nueces coastal basin boundaries.  The


sanhucs polygons and corresponding Hydrologic Unit Code values are displayed in


Figure 3.1.


Hydrography Digital Line Graphs (DLGs)


The 1:100,000-scale Hydrography Digital Line Graph (DLG) data files are


derived from USGS 30 x 60 minute quadrangle topographic maps and include stream


networks, standing water, and coastlines as hydrographic features.  These graphs are


distributed in groups of files that cover a 30 x 30 minute area (the east or west half of


the 1:100,000-scale source map).  Typically, each 30-minute area is represented by


four 15-minute files.  Thus, each 30 x 60 minute quadrangle is represented by eight


15-minute files (USGS, 1989).


The 1:100,000 digital line graphs are available in either standard or optional


format.  The standard format has a larger logical record length (144 bytes) than the


optional format (80 bytes), but is projected in an internal file coordinate system


(thousandths of a map inch) that is not as easy to work with as the Universal


Transverse Mercator (UTM) projection of the optional format (USGS, 1989).  For this


reason, the optional format hydrography digital line graphs are used in the San


Antonio-Nueces Coastal Basin study.
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In addition to hydrography, the USGS distributes 1:100,000-scale digital line


graphs for roads, rail lines, and pipelines.  These are all available publicly via the


Internet address in Table 3.2.  Alternatively, digital line graph files for the United


States are available (in optional format) from the USGS Earth Science Information


Center in a 14-volume Compact Disc-Read Only Memory (CD-ROM) set.  For this


analysis, the required hydrography 15-minute files were accessed and downloaded


from Volume 8 (Texas and Oklahoma) of the CD-ROM series (USGS, 1993).


The Hydrography files for Texas are located in the 100k_dlg directory of the


USGS 1:100,000-Scale Digital Line Graph Data CD-ROM (USGS, 1993).  This


directory contains separate subdirectories for each of the 1:100,000-scale USGS


mapsheets (60’ x 30’) in Texas and Oklahoma.  By cross-referencing the 1:100,000-


Scale Digital Line Graph Index Map at the USGS EROS Data Center Internet World


Wide Web site (Table 3.2) with a map of delineated watershed boundaries in Texas


(USGS, 1985), five 1:100,000-scale mapsheets that completely overlay the watershed


are identified (Figure 3.2).  These mapsheets are:  Beeville, Goliad, San Antonio Bay,


Corpus Christi, and Allyns’ Bight.


The hydrography files from each of the five mapsheet subdirectories are


copied from the CD-ROM into a local UNIX workspace:


$:  cp /cdrom/100k_dlg/beeville/be3hydro.zip ./
$:  cp /cdrom/100k_dlg/sananbay/be4hydro.zip ./
$:  cp /cdrom/100k_dlg/goliad/be1hydro.zip ./
$:  cp /cdrom/100k_dlg/corpus_c/cc1hydro.zip ./
$:  cp /cdrom/100k_dlg/allyns/cc2hydro.zip ./


Each of these files exist in a compressed (zipped) format.  Uncompressing


them creates eight 15-minute (1:62,500-scale) coverages, arranged in a 2-row by 4-


column format.  For example:


$:  unzip be3hydro.zip
Exploding:  be3hyf01
Exploding:  be3hyf02


: :
Exploding:  be3hyf08


 Once all five hydrography files are unzipped, forty separate 15-minute map


coverages exist.  Through consultation with an atlas (USGS, 1970), the number of
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these coverages required to completely overlay the San Antonio-Nueces Coastal


Basin is determined as eighteen.  These map coverages include all 8 associated with


the Beeville mapsheet, maps 5-8 from the Goliad mapsheet, maps 2-4 from the


Corpus Christi mapsheet, maps 1 & 5 from San Antonio Bay, and map 1 from Allyns’


Bight.


Before manipulation of the hydrography coverages can be performed, each of


the 18 maps must be converted from its digital line graph format to an Arc/Info


format.  The Dlgarc command, with the optional format argument specified,  is used


for this purpose.  Once converted, line topology is restored to each new Arc/Info


coverage through application of the Build command.  For example, conversion of the


first Beeville 15-minute coverage is performed as:


Arc:  dlgarc optional be3hyf01 beef01
Arc:  build beef01 line


Each of the 15-minute hydrography coverages contain lines representing the


streams, lakes, and coastlines associated with a particular map.  A border around each


coverage, representing 15-minute meridians and parallels, is also included.  If all of


these maps were merged together into a single coverage of the basin hydrography, the


15-minute meridians and parallels would be included.  Alternatively, these border


lines may be removed.  This is performed by acknowledging that all arcs in a line


coverage have a left polygon number and right polygon number field associated with


them and that the value of the exterior polygon in a coverage is always defined as


one.  Using this information, the meridians and parallels can be trimmed away from


each coverage through use of the Reselect command.  Using the first Beeville 15-


minute coverage as an example:


Arc:  reselect beef01 bee1 line # line
>:  res rpoly# > 1
>:  ~
Do you wish to re-enter expression?(Y/N):  n
Do you wish to enter another expression? (Y/N):  y
>:  res lpoly# > 1
>:  ~
Do you wish to re-enter expression?(Y/N):  n
Do you wish to enter another expression? (Y/N):  n


187 features out of 240 selected
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Once the meridian/parallel removal process is performed on all 18


hydrography coverages, they can be joined together using the Append command.


Line topology is added with the Build command and the appended coverage is then


converted from its initial Universal Transverse Mercator projection to TSMS-Albers


parameters using the projection file, utmtsms.prj (included in Appendix B).


Arc:  append sanutm
Enter the 1st coverage:  bee1
Enter the 2nd coverage:  bee2


: :
Enter the 18th coverage:  allyn1
Enter the 19th coverage:   ~
Done entering coverage names (Y/N)?  y
Do you wish to use the above coverages (Y/N)?  y


Appending coverages.....
Arc:  build sanutm line
Arc:  project cover sanutm sanhydro utmtsms.prj


This procedure is much more efficiently performed using an AML.  Dlgmerge.aml, is


used to convert individual files from the 30’ x 60’ mapsheet subdirectories into a


single coverage and is inlcuded in Appendix B.  Figure 3.3 shows the final


hydrography coverage, sanhydro, as clipped by a coverage of the basin boundary,


which is created as per discussion in Chapter 4.


Digital Elevation Models (DEMs)


Three-arc second (3”) digital elevation models (DEMs) are created by the


Defense Mapping Agency by first digitizing cartographic maps ranging in scale from


1:24,000 to 1:250,000, and then processing elevation data from these digitized maps


into a rectangular matrix format.  The USGS distributes digital elevation models (via


the Internet site noted in Table 3.2) in 1º x 1º blocks that correspond to either the


eastern or western half of a USGS 1:250,000-scale map sheet.  The models contain


elevation data points at 3” intervals, or 20 elevation data points per minute.  With 60


minutes per degree, each digital elevation model contains 1201 rows and 1201


columns of data (including the data points on the whole degree latitudes and


longitudes, which are repeated in adjacent 1º x 1º grids) (USGS, 1990).











40


Because the meridians of longitude converge at the poles, the latitudinal


distance between 3” data points decreases as one moves north or south away from the


equator.  The distance along the surface of the earth at a specific radian of latitude


(Lλ) can be calculated as Lλ = Rcosφ, where R (Earth's radius) = 6371.2 km and φ =


latitude.  The distance between 3” elevation points at that latitude can then be


calculated as (Lλ * π/180º)/1200 (Reed and Maidment, 1995).  For the San Antonio-


Nueces Coastal Basin, which is bisected by the 28º North parallel, the latitudinal


distance between elevation points is


               [6371.2 m * cos(28º) * π/180º]/1200 = 81.8 meters    (3-1)


and the longitudinal distance between points is


          (6371.2 m * π/180º) /1200 = 92.67 meters.  (3-2)


For use in a hydrologic analysis, digital elevation model data is first


reprojected from geographic coordinates to a flat map coordinate system, in which


horizontal dimensions can be measured in units of length and slopes can then be


calculated by comparison with elevation values, also in units of length.  When the


digital elevation model is reprojected, a new grid is created by resampling the data at


uniform intervals in the new projection.  For example, a 3” x 3” geographic grid cell


size is typically converted into a 100 m x 100 m flat map grid cell size.


Three arc-second (3”) digital elevation models are available via the US


Geodata section of the USGS EROS Data Center Internet World Wide Web site


specified in Table 3.2.  Each 1° x 1°  model is identified by the east or west half of a


1:250,000-scale Index Map.  For the San Antonio-Nueces basin, four digital elevation


models (Beeville East/West and Corpus Christi East/West) are required to completely


cover the watershed.


When accessing compressed versions of the digital elevation models, the local


UNIX file extension should be defined to show that the file is compressed (.gz).


Compressed files can be uncompressed using the UNIX gunzip utility.  These files


must then have their record lengths modified to a format that Arc/Info can recognize.


The UNIX dd command adds a carriage return at the end of every 1024 bytes.  For
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example, these steps, as performed on the Beeville East digital elevation model


appear as:


$:  gunzip beevillee.dem.gz
$:  dd if=beevillee.dem of=beeve cbs=1024 conv=unblock


where if = input file name, of = output file name, cbs = conversion buffer size, and


“conv=unblock” specifies to allow for variable sized record lengths.  Once these


commands are performed for all four digital elevation models, the unblocked files can


be converted into Arc/Info grids by using the Arc/Info Demlattice command:


Arc:  demlattice beeve beedeme usgs


This creates a grid called beedeme from the input digital elevation model beeve,


which is specified as existing in a standard USGS format.


After the four four grids are created, they are combined into one large digital


elevation model using the Arc/Info Grid Merge function.  The large digital elevation


model is then converted from its initial geographic projection into the desired TSMS-


Albers using the projection file al72tsms.prj (included in Appendix B), and specifying


a grid cell size of 100 m.


A smaller digital elevation model that contains just the area corresponding to


the San Antonio-Nueces Coastal Basin is created by using the previously created


sanhucs coverage.  A five-kilometer buffer is first established around the sanhucs


boundary through use of the Arc/Info Buffer command.  Then the Grid Setwindow


command is used to reduce the analysis window to the mapextent of the buffered


sanhucs coverage.  Once this analysis window has been reduced, a new digital


elevation model (sndemalb) is defined that contains the values of the larger model


within the analysis window.


Arc:  grid
Grid:  bcdem = merge(beedeme,beedemw,corpdeme,corpdemw)
Grid:  bcdemalb = project(bcdem,al72tsms.prj,#,100)
Grid:  quit
Arc:  buffer sanhucs hucbuff # # 5000
Arc:  grid
Grid:  setwindow hucbuff bcdemalb
Grid:  sndemalb = bcdemalb
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Figure 3.4 shows the gray-shaded digital elevation model overlayed with the USGS


Hydrologic Unit Codes, the major streams from the 1:100,000-scale hydrography


digital line graphs, and a coverage of the intracoastal waterway features near the


basin.


Land Use/Land Cover (LULC) Files


The 1:250,000-scale Land Use/Land Cover (LULC) data files are GIS polygon


coverages and were created by the USGS through manual interpretation of aerial


photographs acquired from NASA high-altitude missions in the late 1970’s.


Digitization of the land use maps resulted in the creation of the Geographic


Information Retrieval Analysis System (GIRAS) (USGS, 1986).  The land use files are


available electronically from the USGS (conforming to an Universal Transverse


Mercator projection) and the EPA (conforming to an Albers equal area projection).


For this study, the land use files are downloaded from the EPA Internet World Wide


Web site.  Procedures for accessing this data can be obtained from the University of


Texas at Austin GIS Hydrologic Modeling World Wide Web site at


http://civil.ce.utexas.edu/prof/maidment/gishydro/.


The land use files employ the Anderson Land Use Classification System,


which identifies two-digit subcategories within the categories of urban, agricultural,


range, forest, water, wetland, barren, tundra, and snowfield land uses (Anderson et al.,


1976).  While widely available and frequently used, this data set is significantly dated


and is considered out of date by many municipalities conducting urban assessments.


However, this data set is still considered to be fairly accurate for the San Antonio-


Nueces Coastal Basin, which is largely rural.


The land use files are organized and accessible by their associated 1:250,000-


scale USGS mapsheet name.  Starting at the EPA Internet site identified in Table 3.2,


the user performs a query on “land use”.  This query results in the display of the EPA


WAIS Gateway page, where the user selects the EPA EPAGIRAS (HTML) link.


Finally, at the EPAGIRAS Data Sets page, the user performs queries on the


1:250,000-scale mapsheet names of interest.  Only two land use files (corresponding


to the Beeville and Corpus Christi mapsheets) are required to cover the San Antonio-


Nueces Coastal Basin.  These files are downloaded as compressed Arc/Info


interchange files and have extensions of .e00.gz.



http://www.ce.utexas.edu/prof/maidment/gishydro

http://www.ce.utexas.edu/prof/maidment/gishydro
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The land use files are first uncompressed, imported, and cleaned as per the


previous discussions.  Using the Beeville land use file (lbe28096.e00.gz) as an


example:


$:  gunzip lbe28096.e00.gz
Arc:  import cover lbe28096.e00 lbe28096
Arc:  clean lbe28096 beelu


Once both land use coverages have been created, they are appended together


and converted into the TSMS-Albers projection using the alb-tsms.prj file.  The


parallel line between the two mapsheets is removed using the Arc/Info Dissolve


command.   This command eliminates arcs between polygons that have the same


value for a specified attribute, or “dissolve item”.  The attribute lanuse-id contains the


value of the Anderson land use code for each polygon.  By selecting lanuse-id as the


dissolve item, any arcs between polygons of the same land use are eliminated.


Arc:  mapjoin landuse
Enter the 1st coverage:  beelu
Enter the 2nd coverage:  cclu
Enter the 3rd coverage:   ~
Done entering coverage names (Y/N)?  y
Do you wish to use the above coverages (Y/N)?  y


Appending coverages.....
Arc:  project cover landuse lanuse alb-tsms.prj
Arc:  dissolve lanuse luse lanuse-id poly


Using ArcView 2.0 to inspect the luse coverage and selecting lanuse-id as the


field through which to display shows that most of the polygons have values reflective


of the Anderson land use codes.  However, one polygon has a lanuse-id value of


200000.  Upon further inspection in ArcView, this anomaly is identified as the lanuse-


id for the Gulf of Mexico.  By performing a Reselect on the luse coverage, the


anomalous polygon is removed:


Arc:  reselect luse sanlus
>:  res lanuse-id < 100
>:  ~
Do you wish to re-enter expression?(Y/N):  n
Do you wish to enter another expression? (Y/N):  n


6513 features out of 6514 selected
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Figure 3.5 shows the final land use coverage, sanlus, as clipped by a coverage of the


basin boundary, which is created as per discussion in Chapter 4.


USGS Daily Discharge Values


Daily average discharge values (in units of cubic feet per second) are available


for all active and inactive USGS streamflow gauges in Texas from the Texas Surface


Water Database section of the USGS-Austin, TX World Wide Web site listed in Table


3.2.  For the San Antonio-Nueces Coastal Basin, five streamflow gauges (three active,


two inactive) exist.  Table 3.4 identifies the periods of record for each gauge.


The discharge values recorded by each USGS gauge represent average


streamflow at the gauge for that particular day.  Daily, monthly, and annual


streamflow volumes are calculated by processing the raw discharge data through the


FORTRAN algorithm montflow.f (included in Appendix B).


USGS Stream Gauge Locations


Geographic locations (in degrees, minutes, and seconds) of the USGS


streamflow gauges cited above are available from the same section of the


USGS-Austin, TX World Wide Web site.  Table 3.4 shows the latitudes and longitudes


for each of the five San Antonio-Nueces coastal basin streamflow gauges.


In order to create a GIS coverage of these stations, the latitudes and longitudes


are first converted into decimal degrees via the relationship,


DD = D + MIN/60 + SEC/3600 (3-3)


where DD = decimal degrees, D = degrees, MIN = minutes, and SEC = seconds.  A


raw data file of the digital coordinates (longitude listed first) is then built in a UNIX


text editor window and named lonlat.dat.  A copy of this raw data file, constructed by


increasing USGS gauge number, is shown in Figure 3.6.  Note that West longitude is


treated as negative in decimal degrees.
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USGS Gauge Gauge Description Period of Operation Latitude (N) Longitude (W)


08189200 Copano Creek near
Refugio, TX


6/17/1970 - present 28º 18’ 12” 97º 06’ 44”


08189300 Medio Creek near
Beeville, TX


3/1/1962 - 10/17/1977 28º 28’ 58” 97º 39’ 23”


08189500 Mission River at
Refugio, TX


7/1/1939 - present 28º 17’ 30” 97º 16’ 44”


08189700 Aransas River near
Skidmore, TX


4/1/1964 - present 28º 16’ 56” 97º 37’ 14”


08189800 Chiltipin Creek at
Sinton, TX


7/23/1970 - 4/6/1987,
8/4/1987 - 9/30/1991


28º 02’ 48” 97º 30’ 13”


Table 3.4  :  USGS Streamflow Gauge Information


A point coverage of this digital coordinate data is built using the Arc/Info


Generate command, specifying the lonlat.dat file as input and points as the geographic


feature type.  Once the coverage is created, point topology is established through the


Build command and the digital coordinate values are added as attributes to each point


by using the Addxy command:


Arc:  generate stations
Generate:  input lonlat.dat
Generate:  points


Creating points with coordinates loaded from lonlat.dat
Generate:  quit


Externalling BND and TIC...
Arc:  build stations points


Building points...
Arc:  addxy stations


1 -97.1122 28.3033
2 -97.6564 28.4828
3 -97.2789 28.2917
4 -97.6206 28.2822
5 -97.5036 28.0467
end


Figure 3.6 :  Digital Coordinate Data File for
San Antonio-Nueces Stream Gauges
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1 08189200 Copano
2 08189300 Medio
3 08189500 Mission
4 08189700 Aransas
5 08189800 Chiltipin
end


Figure 3.7 :  Gauge Number and Name Data File for
San Antonio-Nueces Stream Gauges


A second data file, called statname.dat, is then created as per Figure 3.7.  This


file includes the gauge-id’s and names listed in order.  The shell of an attribute data


file, called attribut.dat, is then built through use of the Arc/Info Tables function.


Attribute field names and formats are defined for each of the items in the


statname.dat file, making sure to define the first item, stations-id, to be in the same


format as the stations-id field in the stations coverage.  The data from statname.dat is


used to fill in the formatted attribut.dat file, using the Tables “add from” command.


The attribute data is then appended to the stations point attribute table (pat) through


use of the Arc/Info Joinitem command.  This command links data from two tables


through the use of a common relate item.  In this case, the station-id field is used as


the relate item. Finally, the stream gauge coverage is converted from geographic to


the required TSMS-Albers projection, using the geotsms.prj file:


Arc:  tables
Enter Command:  define attribut.dat


1
Item Name:  stations-id
Item Width:  4
Item Output Width:  4
Item Type:  i


5
Item Name:  stat-num
Item Width:  10
Item Output Width:  10
Item Type:  c


15
Item Name:  stat-name
Item Width:  15
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Item Output Width:  15
Item Type:  c
Item Name:  ~
Enter Command:  add from statname.dat
Enter Command:  quit
Arc:  joinitem stations.pat attribut.dat stations.pat stations-id stations-id
Arc:  project cover stations sangages geotsms.prj


The resultant sangages coverage, shown in Figure 3.8, identifies the locations


of each USGS stream gauge in the San Antonio-Nueces Coastal Basin and is used to


define outlet points from which subwatersheds can be delineated for hydrologic


analysis.


Precipitation Grids


Rainfall data typically provide a prime input to any nonpoint source pollution


model.  Much has been written about the importance of establishing definitive rainfall


inputs for nonpoint source pollution load estimation.  Collins and Dickey (1989)


employed a stepwise least squares optimization procedure in the development of a


stochastic model for simulating individual rainfall-runoff events and performing


nonpoint source pollutant load assessments.  Rudra et al. (1993) have identified that,


for some nonpoint source pollution models that accept non-steady state rainfall inputs,


variations in the selected rainfall time step interval can significantly affect estimates


of runoff, sediment yield, and erosion characteristics.


This study considers precipitation as a steady state quantity averaged over an


extended (30 year) time period.  As a result, nonpoint source loads are also estimated


as static quantities and concerns about temporal variations in rainfall inputs are


somewhat mitigated.  Precipitation data for the San Antonio-Nueces coastal basin is


extracted from a set of grids developed at the Oregon State University Forestry


Sciences Laboratory.  These grids are part of the Parameter-elevation Regressions on


Independent Slopes Model (PRISM) and cover the conterminous United States.


PRISM is an analytical model that uses precipitation data measured at over 7000


National Weather Service and cooperator stations, 500 SNOTEL stations, and some


selected State network stations (Daly et al., 1994).
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      GRASS Format            Arc/Info Format


north: 50:01:15 N ncols 1465
south: 24:03:45 N nrows 623
east: 64:58:45 W xllcorner -126.020833333
west: 126:01:15 W yllcorner 24.0625
rows: 623 cellsize 0.041666667
cols: 1465 nodata_value -9


Table 3.5 :  ASCII Header Formats for PRISM files


in GRASS and Arc/Info


Estimated precipitation values are established for intermediate grid-cells


through the use of a regression function, considering the measured precipitation point


data along with digital elevation model data to account for orographic effects (Daly et


al., 1994).  The result of this process is a completely gridded surface of average


precipitation across the nation.  Average monthly (January-December) and average


annual precipitation grids for the period between 1961 and 1990 are available.


The PRISM grids exist as compressed Geographical Resource Analysis


Support System (GRASS) ASCII files at the ftp site noted in Table 3.2.  For this study,


only average annual precipitation data is required and is downloaded from the ftp site


as the prism_us.ann.Z ASCII file.  In order to uncompress the file, the file extension is


changed from .Z to .gz and the gunzip utility is invoked:


$:  mv prism_us.ann.Z  prism_us.ann.gz
$:  gunzip prism_us.ann.gz


GRASS is a different GIS than Arc/Info, and there are some file format


differences.  The prism_us.ann ASCII file is compatible for immediate conversion to a


GRASS GIS grid, but must have some modification to its’ header before conversion to


an Arc/Info grid.  Table 3.5 shows the ASCII header formats that both GRASS and


Arc/Info recognize.  To create Arc/Info header information, (1) the nrows and ncols


fields are directly transferrable from the GRASS rows and cols fields.  (2) The


xllcorner and yllcorner fields are just digital degree representations of the GRASS


west and south fields.  (3) Cellsize is calculated as the decimal degree difference
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between the GRASS east and west coordinates, divided by the number of columns.


(4) Finally, nodata_value is specified as the value that GRASS uses to represent


NODATA cells, -9 in this case.


Once the ASCII header information is modified from the GRASS format, the


Arc/Info Asciigrid command is used to convert the ASCII file into an Arc/Info grid:


Arc:  asciigrid  prism_us.ann  p_ann
Arc: describe p_ann


                Description of Grid P_ANN


Cell Size =                0.042         Data Type:                       Integer
Number of Rows    =            623           Number of Values =             3470
Number of Columns =        1465           Attribute Data (bytes) =            8


           BOUNDARY                                STATISTICS


Xmin =                 -126.021         Minimum Value =                 36.000
Xmax =                  -64.979         Maximum Value =             6539.000
Ymin =                    24.063          Mean          =                       771.181
Ymax =                   50.021         Standard Deviation =           441.307


                          NO COORDINATE SYSTEM DEFINED


The Arc/Info Describe command is used to obtain projection and statistical


information about the p_ann grid.  This description shows that, while no coordinate


system is defined for the grid, the X and Y boundary values are digital representations


of the original GRASS coordinates, indicating that the grid is in a geographic


projection with decimal degrees specified as the units of measure.  For projection


definition purposes, this information can be used, along with the datum and spheroid


information (NAD83, GRS1980) of the TSMS-Albers projection.


In order to select the portion of the precipitation grid applicable to the San


Antonio-Nueces Coastal Basin, a copy of the buffered Hydrologic Unit Code


coverage (hucbuff) is first reprojected from TSMS-Albers to a Geographic coordinate


system, using the tsmsgeo.prj file, included in Appendix B.  The Grid Setwindow


command is then used to reduce the analysis window to the mapextent of the new


geobuff coverage.  Once this analysis window has been reduced, a smaller


precipitation grid (p_ann2) is defined that contains the values of p_ann within the


analysis window.  The
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smaller precipitation grid is then projected to the TSMS-Albers projection using the


geotsms.prj file and specifying a grid cell size of 100 meters:


Arc:  project cover hucbuff geobuff tsmsgeo.prj
Arc:  grid
Grid:  setwindow geobuff  p_ann
Grid:  p_ann2 = p_ann
Grid:  rainbuff = project(p_ann2,geotsms.prj,#,100)
Grid:  rainbfcv = gridpoly(rainbuff)


A vector representation of the rainbuff grid is created using the Arc/Info


Gridpoly command.  When this command is invoked, each feature of the resulting


coverage is assigned an attribute field called Grid-Code that contains the value of the


corresponding grid cell.  Figure 3.9 shows this precipitation coverage, as clipped by a


coverage of the basin boundary, which is created as per discussion in Chapter 4.


Expected Mean Concentration Values


In order to calculate loadings of pollutants from each grid cell in the San


Antonio-Nueces basin, pollutant concentration values need to be associated with the


cells.  Using literature-based expected mean concentration (EMC) values associated


with land use is one way to spatially assign average pollutant concentrations.  For this


study, a set of expected mean concentration values used in a previous Corpus Christi


Bay National Estuary Program analysis (Baird et al., 1996) was applied to the land


uses in the basin.  These expected mean concentrations were developed from water


quality analyses performed at the Oso Creek and Seco Creek USGS stream gauges in


south Texas.  The Oso Creek stream gauge is located just west of Corpus Christi and


represents the outlet of a predominantly agricultural subwatershed.  The Seco Creek


gauges are northwest of Hondo, Texas and represent drainage of rangeland (Baird et


al., 1996).  Expected mean concentration values for eighteen pollutants were used


during this study and are included in Table 3.6.
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Urban Urban Urban Urban Urban Agr Range Undev/


Constituent Res Comm Ind Trans Mixed Open


11 12 13 14 16/17# 2* 3* 7*


Total Nitrogen (mg/L) 1.82 1.34 1.26 1.86 1.57 4.4 0.7 1.5


Total Kjeldahl N. (mg/L) 1.5 1.1 1 1.5 1.25 1.7 0.2 0.96


Nitrate + Nitrite (mg/L as N) 0.23 0.26 0.3 0.56 0.34 1.6 0.4 0.54


Total Phosphorus (mg/L) 0.57 0.32 0.28 0.22 0.35 1.3 <0.01 0.12


Dissolved Phos (mg/L) 0.48 0.11 0.22 0.1 0.23 0.03


Suspended Solids (mg/L) 41 55.5 60.5 73.5 57.9 107 1 70


Dissolved Solids (mg/L) 134 185 116 194 157 1225 245


Total Lead (ug/L) 9 13 15 11 12 1.5 5 1.52


Total Copper (ug/L) 15 14.5 15 11 13.9 1.5 <10


Total Zinc (ug/L) 80 180 245 60 141 16 6


Total Cadmium (ug/L) 0.75 0.96 2 <1 1.05 1 <1


Total Chromium (ug/L) 2.1 10 7 3 5.5 <10 7.5


Total Nickel (ug/L) <10 11.8 8.3 4 7.3


BOD (mg/L) 25.5 23 14 6.4 17.2 4 0.5


COD (mg/L) 49.5 116 45.5 59 67.5 40


Oil and Grease (mg/L)** 1.7 9 3 0.4 3.5


Fec Coliform (col./100 ml)** 20,000 6,900 9,700 53,000 22,400 200


Fecal Strep (col./100 ml)** 56,000 18,000 6,100 26,000 26,525


# calculated as avg of land uses 11-14


* applied to all subcategories within the land use type


**average concentrations base on instantaneous rather than flow-averaged samples


Table 3.6  :  Relationship Between Land Use and Expected Pollutant


Concentrations
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Water Quality Measurement Data


Once estimated average pollutant loads and concentrations have been


established, they need to be compared with sampled data to validate the analysis.  In


support of this, a ten-year period (1982-1992) of water quality data measured in the


region is used.  This data set was previously used for the screening analysis portion of


the 1994 Regional Assessment of Water Quality in the Nueces Coastal Basins


(TNRCC, 1994) and was made available by the Texas Surface Water Quality


Monitoring (SWQM) Program, managed by the Watershed Management Division of


the TNRCC.


The Surface Water Quality Monitoring data available for the Nueces Coastal


Basins (both San Antonio-Nueces and Nueces-Rio Grande basins) include 37 fixed


monitoring stations measuring various combinations of 107 different water quality


parameters.  The parameters typically fall into three classes:  (1) conventional


parameters, such as pH, dissolved oxygen, and temperature, (2) nutrients (e.g.


nitrogen and phosphorus), and (3) toxics (e.g. metals and pesticides).  As the


coordinating agency, TNRCC oversees and collects sampling data from other various


Federal, State, and local agencies that perform the sampling (TNRCC, 1994).


The water quality data is provided, via the TNRCC ftp site identified in Table


3.2, as one compressed GIS point coverage identifying the sampling locations and two


database (.dbf) files:  one specifying each of the available water quality parameters in


the EPA's standard STORET code format, and the other providing the actual time-


tagged measurement values.  Once the three files are accessed from the ftp site, the


station location point coverage is imported and reprojected using the wqtsms.prj file in


Appendix B.  The .dbf files are converted to INFO files using the Dbaseinfo


command;


Arc:  import cover snwqsites.e00 wqsites
Arc:  project cover wqsites sanwq wqtsms.prj
Arc:  build sanwq points
Arc:  dbaseinfo value.dbf  value
Arc:  dbaseinfo storet.dbf  storet


Figure 3.10 shows the TNRCC water quality measurement points in the San Antonio-


Nueces Coastal Basin.
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In order to link specific concentration values from the value table to stations in


the sanwq coverage, a common linkage item must be identifed between the value


table and the point attribute table (pat) of the coverage.  A review of the two tables


shows that the sanwq-id field in the pat contains the same data as the station-id field


in the value table.  However, the two fields are in different formats and must be in  a


common format in order to be linkable.  This problem is resolved by adding a station-


id field to the pat of the coverage, filling in the field with values from the


sanwq-id field, and then changing the format of the new station-id field from integer


to character type, using the Arc/Info Tables Alter feature:


Arc:  additem sanwq.pat sanwq.pat station-id 5 5 i
Adding station-id to sanwq.pat to produce sanwq.pat.


Arc:  tables
Enter Command:  sel sanwq.pat


105 Records Selected
Enter Command:  calc station-id = wqsites-id
Enter Command:  alter
Enter item name:  station-id
COLUMN  ITEM NAME   WIDTH  OUTPUT  TYPE  N.DEC  ALTERNATE NAME
        17      STATION-ID         5         5             I          -
Item name:  station-id
Item output width:  5
Item type:  c
Alternate item name:  ~
COLUMN  ITEM NAME   WIDTH  OUTPUT  TYPE  N.DEC  ALTERNATE NAME
        17      STATION-ID         5         5             C          -
Enter item name:  ~


Using ArcView 2.0, the sanwq point attribute table and the value table are


linked through their station-id fields and the storet table is linked to the value table


through their respective param-id and storetcode fields.  Figure 3.11 shows portions of


the three linked tables and demonstrates how selection of a pollutant constituent in


the storet table identifies the sanwq locations where that pollutant is measured and the


values of those concentration measurements in the value table.











60


3.3 Scales of Analysis


For this study, there are four spatial scales at which hydrologic and loadings


analysis can be performed:  (1) the 100 m digital elevation model grid cell (0.01 km2


in area), (2) the PRISM 20 km2 rainfall grid cell, (3) the subwatersheds defined by


drainage area to the USGS streamflow gauges (average area = 650 km2), and (4) the


coastal basin (7235 km2) taken as a whole.  Figure 3.12 demonstrates the relationships


between these scales of analysis.


Processes in this study are performed using the 100 m x 100 m (1 hectare)


digital elevation model grid cell as the analysis unit.  This is the only reasonable scale


to use for the watershed modeling step, since an accurate replica of the stream


network in the basin is required.  Even at this scale, the resultant digital streams are all


of a uniform 100 m width (or 141 m when flowing to diagonally adjacent cells).


For calculations performed using the PRISM rainfall data, each 20 km2 cell is


discretized into approximately 2000 grid cells corresponding to the digital elevation


model cells.  One may note, from Figure 3.12, that a number of the rainfall cells are


irregular in shape.  This is the result of (1) the reprojection of the grid from its initial


geographic map projection and (2) the discretization process performed on each


rainfall cell.


While the digital elevation model grid cell is used as the analysis unit for


determination of loadings from each subwatershed, these loadings are also


accumulated and reported on a subwatershed basis.  Finally, the coastal basin scale is


not used at all for this study.  Coastal basins differ from river basins in that there are


multiple outlets versus just one.  For river basins, characteristic parameters such as


runoff or load that are determined on a subwatershed basis can be lumped into single


values associated with the outlet point of the basin.  To perform the same


accumulations for a coastal basin would leave the false impression that these


quantities might be measurable at a specific point.  For this reason, analysis on the


coastal basin scale is avoided.
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4 METHODOLOGY


As discussed in section 1.4, the methodology followed in this study is


partitioned into eight major tasks:  (1) Establishment of a digital database, (2) digital


modeling of the watershed, (3) definition of a rainfall/streamflow relationship, (4)


linking expected mean concentration of pollutants to land  use, (5) calculation of


pollutant loadings in the watershed, (6) predicting the aerial distribution of pollutant


concentrations, (7) simulation of point sources, and (8) estimating EMC values.


Chapter 3 discussed the establishment and preparation of digital data sets for


the nonpoint source pollution assessment.  In the discussion of the remaining tasks, this


chapter is similarly formatted to provide a descriptive narrative of the steps performed


along with the actual Arc/Info and UNIX commands executed.  This format provides


the reader insight into the specific steps performed and describes the theoretical bases


for each procedure.  As in Chapter 3, automated Arc Macro Language (AML) scripts


are referenced where appropriate.


4.1  Grid-Based Watershed Modeling Using Digital Elevation Data


The process of digitally simulating a watershed starts with the digital elevation


model of the basin.  The fine mesh of 1 hectare cells laid out over the basin is simply


represented by a rectangular array, or grid.  For the San Antonio-Nueces region, the


total number of cells in this array is approximately 1.87 million.  Processing of this


digital basin relies heavily on the Arc/Info version 7.0 GRID module.


Establishing a Digital Stream Network


Before digitally simulated stream networks and subwatersheds can be created,


the raw USGS digital elevation model accessed from the Internet must be corrected for


data errors that exist in the original data file or are introduced as a result of reprojection


to a different coordinate system.  In particular, raw digital elevation models


downloaded from Internet may contain many sinks.  Sinks are single grid cells or groups


of cells surrounded by cells of higher elevation.  In order to create a
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"hydrologic DEM" (Reed and Maidment, 1995), all of the sinks in the digital elevation


model must be removed.  This is accomplished through use of the Fill command.  The


Fill command redefines the elevations of each of the sink points to be equal to that of


its lowest elevation neighbor.  This smoothing process should always be used on a


digital elevation model after reprojection because the data resampling that occurs


during reprojection often creates artificial holes, or sinks, in the grid.


Grid:  fill sndemalb sanfil SINK


Once the filled hydrologic digital elevation model has been created, it can be


processed to determine the direction of the flow of water from cell to cell and to


determine, for each cell in the grid, the number of cells that are upstream.  The


Flowdirection and Flowaccumulation commands are used for these purposes.  The


conceptual basis for this process relies on the 8-direction pour point model (Figure


4.1a).  This model represents a cell surrounded by its eight neighbors.  Drainage passes


from each cell to only one of its neighbors in the direction of steepest descent, as


defined by the filled digital elevation model (Figure 4.1b).  By tracing these cell to cell


drainage connections downstream, a flow direction network for a complete basin is


established (Figure 4.1c).   By counting the number of cells that occur upstream of each


particular cell, a flow accumulation grid (Figure 4.1d) is established (Maidment, 1993).


Grid:  sanfdr = flowdirection(sanfil)
Grid:  sanfac = flowaccumulation(sanfdr)


A digital representation of the stream network in the basin is established by


acknowledging that, just as surface runoff accumulates in creeks and streams, flow


accumulation values along the digital streams should be greatest.  The Conditional


(Con) function is used to extract the flow accumulation cells that have value greater


than a certain threshold (in this case, 1000).  The resulting grid (str1) and equivalent


coverage (covstr) actually reflect strings of cells whose flow accumulation values are


greater than 1000.


Grid:  str1 = con(sanfac > 1000,1)
Grid:  covstr = gridline(str1)
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Figure 4.2 shows a comparison of the digitally delineated stream network


(covstr) and the 1:100,000-scale hydrography digital line graph representation of the


basin streams (Saunders and Maidment, 1995).  As can be seen in the figure, the


delineated streams in the inland portions of the basin match quite closely with the


digital line graphs.  However, closer to the coast, the differences between the Grid-


delineated and digital line graph streams are much more apparent.  This is expected, as


slopes in this region of the San Antonio-Nueces coastal basin are generally flat.


Elevations in this region do not change as significantly (or at all) from cell to cell and


flow directions must be determined over larger areas of equal elevation.


Burning Digital Line Graph Streams into the Digital Elevation Model


The digital stream network established in the above procedure is derived using


pure elevation data.  However, the poor match that exists with the digital line graphs in


the near-shore portions of the watershed is of concern.  These digital line graphs are the


result of manual digitizations of USGS 1:100,000-scale maps of the region and are


considered to be fairly accurate.  A review of the digital line graph coverage indicates


many straight constructed channels in the region.  Elevations of these channel beds


may not be accounted for in the digital elevation model.  In order to correct for this


inconsistency, and to ensure that all digitally derived drainage paths adhere to the


accepted stream networks reflected in the digital line graphs, a process of “burning” the


digital line graphs into the digital elevation model is performed (Maidment and


Saunders, 1996).


As can be seen from Figure 3.3, the hydrography digital line graphs of the San


Antonio-Nueces coastal basin include lakes, in-stream lakes, coastlines, and


“disappearing” streams in addition to the streams that flow to the bay network.  The


first step in preparing the digital line graph coverage for the “burn-in” process is to


remove all of the features that do not contribute to providing contiguous drainage paths


throughout the basin.  The Arc/Info ArcEdit module is used for this purpose.  In


ArcEdit, each stand-alone lake and “disappearing” stream is removed.  All in-stream


lakes are replaced with arc segments that would otherwise bisect the lakes.


Additionally, in the deltas of the Nueces and San Antonio Rivers, where the braiding


effects of bifurcating and distributary streams occur, a main channel is identified
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through the delta and all other split channels and sinuous side channels are removed.


This maintains one and only one drainage path for each upstream cell.


Other editing performed on the digital line graph coverage includes the removal


of marsh channels throughout the barrier islands, removal of pipelines, shipping lanes,


and islands within the Intracoastal Waterway, and the addition of arc segments to


bound the Intracoastal Waterway between Corpus Christi Bay and San Antonio Bay.


The final edited coverage, defined as sanrivs4, is shown in Figure 4.3.


Polygons are established from this line coverage by using the Arc/Info Clean


command to create the sanpolys coverage.  When all of the edits have been


implemented correctly, the only polygons produced are those of the Intracoastal


Waterway and the barrier islands.  Unique polygon coverages of the Intracoastal


Waterway and barrier islands are created by displaying sanpolys in ArcView 2.0,


selecting the appropriate polygons, and converting them into shape files (bays.shp and


barriers.shp).  The Arc/Info Shapearc command is then used to build coverages from


these shape files:


Arc:  clean sanrivs4 sanpolys
Arc:  shapearc bays bays
Arc:  build bays poly
Arc:  shapearc barriers barriers
Arc:  build barriers poly


The bays coverage is buffered by 100 meters (one cell width) to create an


approximate bay network coverage that can be used to remove coastlines from the


edited digital line graph coverage.  First a rectangular coverage spanning the extent of


the filled digital elevation model is created through use of the Con and Gridpoly


commands.  The buffered bay coverage is then combined with this rectangle through


the Arc Union command.  The resulting coverage is converted back into 100 m grid cell


format, using Polygrid:


Arc:  buffer bays baybuff # # 100 # poly
Grid:  sqgrid = int(con(sanfil,1,1))
Grid:  sqcov = gridpoly(sqgrid)
Arc:  union sqcov baybuff baycov
Grid:  baygrid = polygrid(baycov,#,#,#,100)
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The grid analysis window is then set to the size of the digital elevation model.


An equivalent grid of the edited stream coverage is created, using the Linegrid


command.  The coastlines of the stream grid are removed with the Con statement, by


selecting only the cells that correspond to the mainland portion of baygrid (i.e. baygrid


cell value = 2).  In effect, this step reduces all subsequent analyses to the mainland


portion of the basin, as all other grid cells (bay network and barrier islands) are


represented by NODATA, or null values.


Grid:  setwindow sanfil
Grid:  strgrid = linegrid(sanrivs4,#,#,#,100,zero)
Grid:  strmgrid = con(baygrid == 2,strgrid)


Strmgrid is “burned” into the digital elevation modelwith the Con statement by


artificially raising the elevation of all off-stream grid cells by five meters while holding


the in-stream grid cells to a value of zero elevation.  This creates a new digital elevation


model with which to restart the digital stream delineation process.


Grid:  ditstrm = con(strmgrid > 0,0,sanfil + 5)


After the new digital elevation model is filled, the bay network region is


redefined with values of zero elevation in place of the NODATA values, using baygrid


and the Con statement.  This is required in order to avoid erroneous flow direction


computations in the subsequent steps.  A flow direction grid is established from the


updated bayfil grid, and then NODATA values are reinserted into the bay network, so


that subsequent analyses will be specific to the mainland region, only.  This last step is


accomplished by using baygrid and the Con statement to isolate the flow direction cells


specific to the mainland:


Grid:  fill ditstrm ditfil SINK
Grid:  bayfil = con(baygrid == 2,ditfil,0)
Grid:  ditfdr = flowdirection(bayfil)
Grid:  clipfdr = con(baygrid == 2,ditfdr)


A flow accumulation grid is created and, as before, flow accumulation cells with


a value greater than 1000 are extracted to define the locations of the digitally simulated


streams:


Grid:  ditfac = flowaccumulation(clipfdr)
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Grid:  ditstr1 = con(ditfac > 1000,1)
Grid:  covstr1 = gridline(ditstr1)


Figure 4.4 shows the new digital streams, as burned into the digital elevation


model and superimposed over the 1:100,000-Scale hydrography digital line graph files


of the basin.


Digital Delineation of Subwatershed Drainage Areas from USGS Flow Gauges


In order to provide a more quantitative check on the accuracy of the digitally


derived basin, drainage areas from the existing USGS flow gauges in the basin are


determined from the flow accumulation grid, using an overlay of the sangages coverage


created in section 3.2.  These digitally delineated subwatershed drainage areas are then


compared with values provided through the USGS-Texas Internet site identified in


Table 3.2.


In order to digitally delineate drainage areas, outlet cells for each particular area


must first be established.  This is accomplished through the Arc/Info Grid module, by


displaying the flow accumulation grid, overlaying the sangages coverage, and selecting


each gauge location along a flow accumulation string.  The fact that each of the stream


gauges in the coverage fall exactly on the flow accumulation network is a testament to


the accuracy of the “burn-in” process used above.  The Selectpoint command allows


the user to interactively define each outlet point.  Once the outlet cell grid is defined,


the Watershed function uses it, along with the flow direction grid, to define the area


draining to the selected cell.  An equivalent coverage of the drainage area is then


created using the Gridpoly command.  This process is performed for all five USGS


gauges in the coastal basin.  For example, the commands for delineating drainage area


to the Aransas River gauge are:


Grid:  drainpt1 = selectpoint(ditfac,*)
Grid:  aranarea = watershed(clipfdr,drainpt1)
Grid:  arancov = gridpoly(aranarea)
Grid:  list aranarea.vat
        Record Value Count


1   56 63291
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By displaying the value attribute tables (vat’s) for each of the five drainage area


grids, a count of the number of cells simulating each drainage area is obtained.  Since it


is known that each cell has area of 1 hectare = 10,000 m2, the area in square kilometers


is established by dividing the number of cells by 100.  These areas, converted to square


miles, are then compared with the USGS drainage areas obtained from the Internet site.


Table 4.1 shows the comparison of the digitally delineated drainage areas with USGS


drainage areas and Figure 4.5 shows the digital drainage areas as they exist within the


basin.


Percent errors from Table 4.1 indicate that the digitally delineated drainage


areas match the USGS areas fairly accurately.  The largest errors, 8.89% for the


Copano Creek drainage and 2.85% for the Chiltipin Creek drainage, occur in the


flattest portions of the basin, which are also closest to the coast.  The smallest error,


0.32% for the Medio Creek drainage, occurs for the furthest inland area.


Figure 4.6 shows a close-up of the Copano Creek drainage area and one


potential contributing factor to the errors occurring in the digital delineation.  The


sinuous nature of the digital subwatershed boundary results when using the “burn-in”


process for establishing the digital elevation model.  While the actual cause of this


anomaly is unknown, it is suspected that the flow direction grid is affected by the sharp


drops in elevation to the burned-in streams.  Even with these boundary anomalies, the


percent errors for the delineated drainage errors are considered to be acceptable.


USGS       DELINEATED ACTUAL USGS %
GAGE # STREAM # CELLS    DRAINAGE AREA DRAINAGE ERROR


(km2) (mi2) (mi2)


08189200 COPANO 20,782 207.82 80.2 88 8.89
08189300 MEDIO 52,708 527.08 203.3 204 0.32
08189500 MISSION 176,619 1766.19 681.4 690 1.25
08189700 ARANSAS 63,291 632.91 244.2 247 1.15
08189800 CHILTIPIN 32,233 322.33 124.4 128 2.85


Table 4.1 :  Comparison of Digitally Delineated and USGS Drainage Areas
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Defining the Coastal Basin Boundary


For many of the figures in section 3.2, a coverage of the San Antonio-Nueces


coastal basin boundary is used to clip out the particular features of the display.  This


boundary is created to facilitate watershed-level analyses of the respective spatial


parameters.  Both Arc/Info version 7.0 and ArcView 2.0 are used in the establishment


of this border.


The Arc/Info Grid module is first employed to delineate subwatersheds within


the complete basin.  A threshold value (i.e. number of cells) defining the size of


subwatersheds to be delineated is specified.  This threshold value should be chosen to


ensure that the total number of subwatersheds delineated is manageable.  The total area


of the San Antonio-Nueces coastal basin is known to be approximately 7000 km2.  In


order to keep the number of subwatersheds in the basin under 100, a threshold value of


8000 cells (i.e. 80 km2) is chosen.  The Con statement is used to identify all flow


accumulation cells in the basin with value greater than the threshold.  As discussed


previously, this results in strings of grid cells that represent a stream grid of the basin.


The Streamlink command is used to identify specific stream reaches, based on


the stream grid and flow direction grids.  The Zonalmax command then produces a grid


of accumulation zones, using the grid of stream reaches along with the flow


accumulation grid.  This command stores the maximum value of each of the stream


reaches into all cells of the corresponding accumulation zones.


Next, using the Con statement, the outlet cells of each accumulation zone are


defined as those cells with identical flow accumulation and accumulation zone grid


values.  The Watershed function is then used, as before, to delineate the drainage areas


to each zonal outlet cell.  Finally, an equivalent coverage of the delineated


subwatersheds is created through the Gridpoly command:


Grid:  ditstr8 = con(ditfac > 8000,1)
Grid:  ditlnk8 = streamlink(ditstr8,clipfdr)
Grid:  ditacc8 = zonalmax(ditlnk8,ditfac)
Grid:  ditout8 = con(ditacc8 == ditfac, ditlnk8)
Grid:  ditshd8 = watershed(clipfdr,ditout8)
Grid:  shed8cov = gridpoly(ditshd8)
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Figure 4.7 shows the digitally delineated subwatersheds of the San Antonio-


Nueces coastal basin overlaid with the USGS Hydrologic Unit Codes to provide an


estimate of which subwatersheds fall within the basin and which are associated with the


Nueces and San Antonio River basins.


Using ArcView 2.0, the subwatersheds coverage (shed8cov) is displayed and


each of the polygons that fall within the San Antonio-Nueces basin are selected.  Once


selected, these polygons are converted into the shapefile, subsheds.shp.  As can be seen


from Figure 4.7, the complete San Antonio-Nueces basin is not accounted for by the


polygons of shed8cov.  This occurs because the San Antonio-Nueces basin is a coastal


basin and not a river basin.  River basins have a single outlet point, but coastal basins


drain to the ocean in a more diffuse manner.  Since many of the actual drainage areas


along the coast are smaller than 80 km2, they are not included in the subwatersheds


coverage.


This problem is resolved by selecting shed8cov polygons that, along with the


baybuff coverage and the subsheds shapefile, completely enclose the basin area not


accounted for in shed8cov.  Only three additional polygons are selected for this


purpose and converted into the shapefile, trimshed.shp.  Figure 4.8 shows the shapefiles


subsheds.shp and trimshed.shp displayed with the baybuff coverage to completely


enclose the undelineated area of the coastal basin.


The subsheds and trimshed shapefiles are converted to coverages using the


Arc/Info Shapearc command.  The coverages are then cleaned to construct polygon


topology.  This process creates the coverages covsheds and covtrim.  The Append


command is used to merge the covsheds, covtrim, baybuff, and barriers coverages into


one large coverage blanketing the entire coastal basin.


Arc:  shapearc subsheds subsheds
Arc:  shapearc trimshed trimshed
Arc:  clean subsheds covsheds
Arc:  clean trimshed covtrim
Arc:  append basin
Enter the 1st coverage:  covsheds
Enter the 2nd coverage:  covtrim
Enter the 3rd coverage:  baybuff
Enter the 4th coverage:  barriers
Enter the 5th coverage:  ~  <return>
Done entering coverage names (Y/N)?  y
Do you wish to use the above coverages (Y/N)?  y
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   Appending coverages....
Arc:  clean basin sanbasin


The final cleaned basin coverage, sanbasin, actually contains the three polygons


from the trimshed shapefile.  By displaying the sanbasin coverage in ArcView 2.0, all


sanbasin polygons except for those from trimshed are selected and converted to the


shapefile, bord.shp.  Once again, the Shapearc and Clean commands are used to create


a border coverage.  Finally, the Reselect command is used to select the exterior


polygon of the coverage.  This has the effect of removing all of the interior


subwatershed boundaries and leaving only the outline of the basin.


Arc:  shapearc bord bord
Arc:  clean bord border
Arc:  reselect bord sanbord
>:  res bord# = 1
>:  ~
Do you wish to re-enter expression (Y/N)?  n
Do you wish to enter another expression (Y/N)?  n
  1 features out of 60 selected


The final sanbord coverage is used throughout this project to define the


boundary of the San Antonio-Nueces Coastal Basin.  For aesthetics, the complete


bodies of both Corpus Christi Bay and San Antonio Bay are included in the coverage.


The Clip command is used, along with this basin border, to select data specific to the


basin from the data sets described in section 3.2.


Arc:  clip sanhydro sanbord sanhyd line
Arc:  clip sanlus sanbord sanlu poly
Arc:  clip rainbfcv sanbord snrainyr poly


4.2  Determination of a Rainfall/Runoff Relationship


In order to assess the transport of pollutant loads in a region, an understanding


of the means by which the loads migrate is first required.  Nonpoint source pollutants


are carried over land and into the stream networks of a region by direct runoff.  This


runoff is largely the result of precipitation over the area, although some runoff may also


be generated by over-irrigation in agricultural areas.  For this study, the volume of
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runoff from a grid-cell is completely attributed to precipitation over the cell.  By


comparing average annual stream flows at each of the USGS flow gauges with the


average annual precipitation that occurs upstream of those gauges, a mathematical


relationship between rainfall and runoff is established.


Determining Average Rainfall for each Delineated Drainage Area


The Parameter-elevation Regressions on Independent Slopes Model (PRISM)


discussed in section 3.2 provides the precipitation data used for this study.  This data is


provided as total annual depth of precipitation (mm) averaged over the 30-year period


from 1961 to 1990.  Two methods of determining average rainfall for each drainage


area are performed and compared in this analysis.


The first method for calculating average rainfall for each drainage area makes


use of a process called a weighted flow accumulation.  This is an extension of the


regular Flowaccumulation command.  However, instead of counting the number of cells


that occur upstream of each particular grid cell, the weighted Flowaccumulation


command uses a second grid, called a weight grid, and sums the weight grid values of


the cells that occur upstream.  Using the buffered precipitation grid as the weight grid, a


grid representing total annual potential runoff is generated:


Grid:  weighfac = flowaccumulation(clipfdr,rainbuff) * 10


The factor of ten is used in this command to convert from the rainbuff units of


depth (mm) to units of volume (m3), using the knowledge that each cell is equal to


10,000 m2, or


Volume = Depth (mm) * Area (#cells) * 10,000 m2/cell * .001 m/mm.  (4-1)


Once the weighted flow accumulation grid is established and displayed, the


USGS stream gauge coverage is overlaid and each of the gauge points are queried,


using the Cellvalue command, to determine the potential runoff that would occur at


each gauge.  By dividing these potential runoff values by the delineated drainage areas


associated with each gauge (from Table 4.1), the average depth of precipitation is


established for each drainage area:
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Grid:  gridpaint weighfac value linear nowrap gray
Grid:  points sangages
Grid:  cellvalue weighfac *
<9 to END>
The cell containing point (1233178.620,682331.934) has value 510618944.000
The cell containing point (1266688.298,684048.117) has value 1487741184.000
The cell containing point (1282992.941,685733.054) has value 192068960.000
The cell containing point (1229206.739,704427.678) has value 412713952.000
The cell containing point (1245272.269,656404.121) has value 273848544.000


A second method of determining average precipitation at each gauge is to create


separate precipitation grids corresponding to each subwatershed grid, using the Con


statement.  Once the localized precipitation grids are created, the Describe command


provides the mean value of all cells in the grid as a statistic.  Using the Aransas drainage


area as an example, this process is performed as:


Grid:  aranrain = con(aranarea,rainbuff)
Grid:  describe aranrain


                Description of Grid ARANRAIN


Cell Size =                     100.000         Data Type:                       Integer
Number of Rows    =           1325           Number of Values =             37
Number of Columns =         1520           Attribute Data (bytes) =         8


           BOUNDARY                                STATISTICS


Xmin =            1180828.125         Minimum Value =                761.000
Xmax =            1332828.125 Maximum Value =               860.000
Ymin =              612183.250          Mean          =                        806.792
Ymax =              744683.250         Standard Deviation =             15.708


Table 4.2 shows the average annual precipitation values determined by both


methods for each gauge.  As can be seen from the table, results are consistent for both


methods.


A precipitation grid that adheres to the watershed boundary is established by


first creating an equivalent grid from the sanbord coverage established in section 4.1.


Then, using that grid with the Con statement, the precipitation cells particular to the


basin are selected.


Grid:  bordgrid = polygrid(sanbord,#,#,#,100)
Grid:  sanpyr = con(bordgrid,rainbuff)
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Method #1 Method #2


Drainage Potential Drainage Precip Precip
Subwatershed Runoff (m3) Area (km2) Depth (mm) Depth (mm)


Mission 1,487,741,184 1766.19 842.34 842.326
Aransas 510,618,944 632.91 806.78 806.792
Copano 192,068,960 207.82 924.21 924.252
Chiltipin 273,848,544 322.33 849.59 849.618
Medio 412,713,952 527.08 783.02 783.033


Table 4.2 :  Comparison of Methods for Determining Average Annual


Precipitation for each Gauged San Antonio-Nueces Drainage Area


Determining Average Depth of Runoff at each USGS Gauge


The montflow.f FORTRAN algorithm (Appendix B) calculates values for total


monthly, annual, and average annual streamflow volume, given average daily


streamflow in cubic feet per second (cfs).  Table 4.3 shows the output from this


algorithm for each USGS streamflow gauge in the San Antonio-Nueces Coastal Basin,


given the raw input data for the years 1961-1990.  Table 4.4 shows the equivalent


depths of streamflow for those volumes, calculated by dividing each value by the


delineated drainage area of the particular gauge (from Table 4.1).  Figure 4.9 shows


how annual depths of streamflow have varied from the average annual depths at each


gauge for the period 1961-1990.


One may note from Tables 4.3 and 4.4 that, of the five USGS gauges in the


basin, only the Mission River gauge has recorded streamflow values for the total period


of applicable precipitation data.  Ideally, for the establishment of a rainfall/runoff


relationship, rainfall and streamflow data from the same periods of record should be


used.  To that end, projected 30-year average annual streamflows at each gauge, Qg, are


estimated using the average annual 1961-1990 streamflow at the Mission gauge, Qm.


These estimates are established by multiplying Qm by the ratio of  qg / qm, where qg is the


average annual streamflow at the gauge and qm is the average annual streamflow at the


Mission gauge over the same time period, or
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Year Mission Aransas Chiltipin Copano Medio


1961 57,685,664
1962 40,983,796
1963 5,693,702 3,769,459
1964 10,694,530 3,144,356
1965 47,063,808 12,482,179 11,207,823
1966 106,309,680 23,827,040 1,432,233
1967 632,705,728 184,715,696 163,328,112
1968 131,968,248 18,562,584 12,908,496
1969 74,330,552 14,724,674 2,892,822
1970 65,834,276 14,914,258 7,378,471
1971 379,032,896 115,493,312 117,657,808 97,337,648 11,217,219
1972 177,693,296 34,983,532 36,046,596 58,093,640 6,511,890
1973 356,130,304 70,796,616 82,647,592 76,333,720 10,388,754
1974 106,735,128 52,987,968 12,367,189 21,977,854 745,549
1975 35,551,872 4,430,039 11,762,097 1,716,429 557,798
1976 253,111,616 30,784,200 59,696,076 42,789,296 18,338,360
1977 117,446,048 16,581,756 26,458,148 14,502,448
1978 61,703,216 6,657,413 15,928,468 57,803,472
1979 123,047,520 16,923,788 55,162,504 47,387,740
1980 114,900,872 21,109,020 57,560,848 10,808,809
1981 347,880,480 55,757,024 43,350,032 134,456,512
1982 113,334,800 11,405,166 25,378,954 21,914,878
1983 164,663,248 26,732,898 46,031,200 84,999,136
1984 26,053,482 7,954,423 41,102,256 7,781,302
1985 70,610,344 19,403,550 51,825,828 14,094,454
1986 39,910,080 3,505,644 775,226 11,878,824
1987 90,450,640 26,621,798 14,231,760
1988 8,253,274 9,077,310 3,634,653 0
1989 1,103,216 2,086,059 419,566 467,225
1990 179,311,024 50,048,796 1,853,683 32,815,878


Avg Annual = 131,339,778 32,791,029 42,734,426* 37,569,551 18,130,096


*calculated for 1971-1986 due to break in service in 1987


Table 4.3 :  Annual Volume (m3) of Recorded Streamflow (1961-1990) for the Five


USGS Gauges in the San Antonio-Nueces Coastal Basin
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Year Mission Aransas Chiltipin Copano Medio


1961 32.7
1962 23.2
1963 3.2 7.2
1964 6.1 6.0
1965 26.6 19.7 21.3
1966 60.2 37.6 2.7
1967 358.2 291.9 309.9
1968 74.7 29.3 24.5
1969 42.1 23.3 5.5
1970 37.3 23.6 14.0
1971 214.6 182.5 365.0 468.4 21.3
1972 100.6 55.3 111.8 279.5 12.4
1973 201.6 111.9 256.4 367.3 19.7
1974 60.4 83.7 38.4 105.8 1.4
1975 20.1 7.0 36.5 8.3 1.1
1976 143.3 48.6 185.2 205.9 34.8
1977 66.5 26.2 82.1 69.8
1978 34.9 10.5 49.4 278.1
1979 69.7 26.7 171.1 228.0
1980 65.1 33.4 178.6 52.0
1981 197.0 88.1 134.5 647.0
1982 64.2 18.0 78.7 105.5
1983 93.2 42.2 142.8 409.0
1984 14.8 12.6 127.5 37.4
1985 40.0 30.7 160.8 67.8
1986 22.6 5.5 2.4 57.2
1987 51.2 42.1 ------- 68.5
1988 4.7 14.3 11.3 0.0
1989 0.6 3.3 1.3 2.2
1990 101.5 79.1 5.8 157.9


Avg Annual = 74.4 51.8 132.6* 180.8 34.4


*calculated for 1971-1986 due to break in service in 1987


Table 4.4 :  Equivalent Depth (mm) of Recorded Streamflow (1961-1990) for the


Five USGS Gauges in the San Antonio-Nueces Coastal Basin
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Figure 4.9 :  USGS Recorded Annual Streamflows for Five Gauges in the
San Antonio-Nueces Basin
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Qg = Qm * (qg/qm).                        (4-2)


This approach is legitimate for temporally averaged estimates in a region, where


variations from year to year generally conform to similar trends.  Figure 4.9 illustrates


these regional trends with coincident occurrences of local maximum and minimum


streamflow values.  Table 4.5 shows the projected 30-year average annual depths of


streamflow for each of the five USGS gauges.


Establishing a Mathematical Relationship Between Rainfall and Runoff


Using the five values for average annual precipitation along with the five values


for projected 30-year average annual depth of streamflow, the Microsoft Excel 5.0


Regression tool is employed to determine the best fit curve between the two data sets.


Assessments of the best linear, best quadratic, and best exponential fits show that the


linear relationship most accurately reflects runoff in the San Antonio-Nueces coastal


basin.  Figure 4.10 shows the Microsoft Excel output of the regression for the linear


case.  This regression run produces a squared multiple correlation coefficient (r2) value


of  0.964, which indicates that the best fit line approximates the actual data well.


Based on the regression output, the linear relationship that best approximates


the rainfall/runoff relationship in the San Antonio-Nueces Coastal Basin is


Q (mm) = 1.0527 * P (mm) - 799.37, (4-3)


where Q represents depth of streamflow and P represents precipitation.


In order to create an Arc/Info grid of runoff, this relationship would be applied


to every cell in the precipitation grid.  However, since the precipitation grid has an


effective range of values between 739 mm and 985 mm, it is noted that there is a small


range of cells (739 - 759 mm) for which the relationship produces negative numbers.  In


order to avert this irregularity, the rainfall/runoff relationship of equation 4-3 is only


applied to precipitation cells with value greater than 759 mm.  In other words, the


adjusted rainfall/runoff relationship becomes


Q (mm) = 1.0527 * P (mm) - 799.37,    P > 759 mm
Q (mm) = 0,   P < 759 mm. (4-4)
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USGS Average Years of Avg Mission Projected
Streamflow Depth of Continuous Depth for 30-Year


Gauge Streamflow Operation those Years Avg (61-90)
(mm) (mm) (mm)


Mission 74.4 1961-90 74.4 74.4
Aransas 51.8 1965-90 83.3 46.3
Copano 180.8 1971-90 78.3 171.6
Chiltipin 132.6 1971-86 88.1 112.0
Medio 34.4 1963-76 96.7 26.5


Table 4.5 :  Projected 30-Year Average Annual Depth of Streamflow for the Five


USGS Gauges in the San Antonio-Nueces Basin


SUMMARY OUTPUT


Regression Statistics
Multiple R 0.9818
R Square 0.9640
Adjusted R
Square


0.9519


Standard Error 12.6196
Observations 5.0000


ANOVA


df SS MS F Significance F
Regression 1 12779.4255 12779.4255 80.2450 0.0029
Residual 3 477.7651 159.2550
Total 4 13257.1906


Coefficients Standard
Error


t Stat P-value Lower 95% Upper 95%


Intercept -799.3698 99.0143 -8.0733 0.0040 -1114.4778 -484.2617
X Variable 1 1.0527 0.1175 8.9580 0.0029 0.6787 1.4267


Figure 4.10 :  Regression Tool Output for Best Linear Fit Relationship Between
Average Annual Precipitation and Depth of Streamflow
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The fact that this equation produces values of Q = 0 for precipitation values less


than 759 mm is a limitation of the linear modeling function.  However, since the region


of the San Antonio-Nueces basin that annually receives less than 759 mm of rain is


limited to a 78 square kilometer area in the northwest corner of the watershed


(approximately one percent of the basin’s area), the adjusted linear rainfall/runoff


relationship is considered acceptable for the basin.  However, it should be stressed that


the equation is specific to the San Antonio-Nueces coastal basin and should not be


applied outside the watershed.  A plot of this adjusted rainfall/runoff relationship is


shown in Figure 4.11.  The five points denoted on the graph represent the average


precipitation and 30-year projected depth of streamflow for each gauge.


While equation 4-4 provides reasonable estimates of runoff for portions of the


San Antonio-Nueces basin that drain to gauged locations, a more comprehensive


relationship for the basin might be established by considering runoff data from gauges


in adjacent basins which receive greater and less precipitation.  Consideration of this


additional runoff data would extend the range of application of the rainfall/runoff


relation and a mathematical form of the relationship could be estimated more


accurately.


Using the rainfall/runoff relationship of equation 4-4 in conjunction with the


precipitation grid and the Con statement, a grid of runoff is produced.  So that


subsequent flow accumulations may be performed on this grid without encountering


cells of NODATA (null) value, the Isnull command is used with a second Con


statement to zero fill all of the null cells resulting from application of the rainfall/runoff


relationship.  Finally, an equivalent coverage of runoff is created through use of the


Gridpoly command.  Figure 4.12 shows this runoff coverage, with annual runoff


amounts depicted in intervals of 50 mm.


Grid:  runoffeq = con(sanpyr > 759, 1.0527 * sanpyr - 799.37, 0)
Grid:  runoff = con(isnull(runoffeq),0,runoffeq)
Grid:  runoffcv = gridpoly(int(runoff))
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4.3  Linking Expected Mean Concentration of Pollutants to Land Use


The measure of pollutant level that occurs during a runoff event is the expected


mean concentration, or EMC, defined as the mass of pollutant transported per volume


of runoff.  For this study, it is assumed that expected mean concentrations of various


pollutants are directly related to land uses in the drainage areas.  In order to associate


pollutant expected mean concentrations with land use, the land use coverage shown in


Figure 3.5 is used along with the expected mean concentration data from Table 3.6.


Establishing a Link Attribute


A review of the data in Table 3.6 shows that, while expected mean


concentration values are included for each subcategory of urban land use, only one


value is included for the agricultural, range, and barren land use categories.  However,


all polygons in the land use coverage are delineated by subcategory.  In order to


facilitate the assignment of expected mean concentrations to land uses in the region, an


additional attribute is first created in the polygon attribute table (pat) of the land use


coverage.  This new attribute, called lusecat, identifies the unique land use categories to


which the expected mean concentrations are assigned.


The Arc/Info Tables tool is used to create the lusecat attribute.  The attribute,


defined as an integer, is first added to the polygon attribute table, using the Additem


command.  All land use subcategory polygons for which no unique expected mean


concentrations exist are then reselected and the lusecat attribute for these polygons is


defined as the truncated lanuse-id field, rounded to the lowest multiple of ten.  This has


the effect of redefining all agriculture land use subcategories, for example, to one value


of land use category.  For those land use subcategory polygons which do have


corresponding unique expected mean concentrations (i.e. urban land uses), the lusecat


attribute is defined as the value of the lanuse-id field.  Finally, the Arc/Info Dissolve


command is used to create a land use map with distinct category, versus subcategory,


polygons.


Arc:  tables
Enter Command:  additem sanlu.pat lusecat 8 8 i
Enter Command:  sel sanlu.pat
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Enter Command:  reselect lanuse-id > 19
Enter Command:  calc lusecat = lanuse-id / 10
Enter Command:  sel
   File SANLU.PAT is now closed.
Enter Command:  sel sanlu.pat
Enter Command:  calc lusecat = lusecat * 10
Enter Command:  sel
   File SANLU.PAT is now closed.
Enter Command:  sel sanlu.pat
Enter Command:  reselect lanuse-id < 19
Enter Command:  calc lusecat = lanuse-id
Enter Command:  quit
Arc:  dissolve sanlu sanluse lusecat poly
Arc:  kill sanlu all
Arc:  rename sanluse sanlu


Attaching the Expected Mean Concentration Data to Land Use


In order to attach the Expected Mean Concentration data from Table 3.6 to the


land use coverage, a separate data table with each of the values listed by land use


category must first be created.  This data table, called emc3a.dat, is shown in Figure


4.13.  Note that land use category appears as the first item in each row of the data and


that expected mean concentration values for each pollutant are listed horizontally, in


order of their appearance in Table 3.6, for each land use category.  It should also be


noted that expected mean concentration values for water, wetlands, tundra, and


snowfield land uses are assumed to be zero for all pollutants and that the concentration


values for range land uses are also applied to forest land uses in the basin.  For the


creation of this data file, special care must be taken to ensure that items in the file are


delimited by single spaces and that the data is followed by an ‘end’ statement.


Once the raw expected mean concentration data file is created, it is used to fill a


formatted data file, called attrib.dat, that is subsequently attached to the polygon


attribute table of the land use coverage.  Construction of the formatted data file is done


with the Tables tool.  A field for land use category is defined and then fields for each


pollutant expected mean concentration value are defined.  This process of defining the


formatted data table is cumbersome and the potential for error in data input is


significant.  The process is more efficiently performed through use of an AML.
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0 0.0 0.0 0.0 0.0 0.0 0.0 0 0.0 0.0 0 0.0 0.0 0.0 0.0 0.0 0.0 0 0
11 1.82 1.5 0.23 0.57 0.48 41.0 134 9.0 15.0 80 0.75 2.1 5.0 25.5 49.5 1.7 20000 56000
12 1.34 1.1 0.26 0.32 0.11 55.5 185 13.0 14.5 180 0.96 10.0 11.8 23.0 116.0 9.0 6900 18000
13 1.26 1.0 0.3 0.28 0.22 60.5 116 15.0 15.0 245 2.0 7.0 8.3 14.0 45.5 3.0 9700 6100
14 1.86 1.5 0.56 0.22 0.1 73.5 194 11.0 11.0 60 0.5 3.0 4.0 6.4 59.0 0.4 53000 26000
15 1.30 1.05 0.28 0.3 0.17 58.0 151 14.0 14.8 207 1.48 8.5 10.1 18.5 81.0 6.0 8300 12050
16 1.57 1.25 0.34 0.35 0.23 57.9 157 12.0 13.9 141 1.05 5.5 7.3 17.2 67.5 3.5 22400 26525
17 1.57 1.25 0.34 0.35 0.23 57.9 157 12.0 13.9 141 1.05 5.5 7.3 17.2 67.5 3.5 22400 26525
20 4.4 1.7 1.6 1.3 0.0 107.0 1225 1.5 1.5 16 1.0 5.0 0.0 4.0 0.0 0.0 0 0
30 0.7 0.2 0.4 0.0 0.0 1.0 245 5.0 5.0 6 0.5 7.5 0.0 0.5 0.0 0.0 200 0
40 0.7 0.2 0.4 0.0 0.0 1.0 245 5.0 5.0 6 0.5 7.5 0.0 0.5 0.0 0.0 200 0
50 0.0 0.0 0.0 0.0 0.0 0.0 0 0.0 0.0 0 0.0 0.0 0.0 0.0 0.0 0.0 0 0
60 0.0 0.0 0.0 0.0 0.0 0.0 0 0.0 0.0 0 0.0 0.0 0.0 0.0 0.0 0.0 0 0
70 1.5 0.96 0.54 0.12 0.03 70.0 0 1.52 0.0 0 0.0 0.0 0.0 0.0 40.0 0.0 0 0
80 0.0 0.0 0.0 0.0 0.0 0.0 0 0.0 0.0 0 0.0 0.0 0.0 0.0 0.0 0.0 0 0
90 0.0 0.0 0.0 0.0 0.0 0.0 0 0.0 0.0 0 0.0 0.0 0.0 0.0 0.0 0.0 0 0
end


Figure 4.13 :  Conversion of Tabulated Expected Mean Concentration
Values to an Arc/Info Data File


Appendix B includes the attrib.aml file, which is used to define item formats in the


attrib.dat file and then fill the formatted file with raw data from the emc3a.dat file.


Finally, the expected mean concentration data is attached to the land use


polygon attribute table through use of the Joinitem command, using the lusecat field as


the linking item between both tables:


Arc:  joinitem sanlu.pat attrib.dat sanlu.pat lusecat lusecat


The resulting land use coverage includes 18 new fields identifying pollutant


expected mean concentrations for each land use category within the basin.  The land


use coverage can be used to show how expected mean concentrations for a particular


pollutant vary throughout the land use polygons of a particular region.  For instance,


Figure 4.14 shows expected mean concentrations for total phosphorus, based on the


land use polygons within the San Antonio-Nueces Coastal Basin.  As expected, the


highest concentrations of total phosphorus are identified in the regions where


agricultural land uses are predominant.
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4.4  Estimating Annual Loadings Throughout the Watershed


The pollutant mass contribution that each cell makes to downstream pollutant


loading is calculated by taking the product of the expected mean concentration and


runoff associated with the cell, or


Load (mass/time)  =  EMC (mass/volume)  *  Q (volume/time).     (4-5)


For load computations in this study, equation 4-5 becomes


L  =  K * Q * EMC  * A, (4-6)


where Q is given in units of mm/year, EMC is given in units of mg/Liter, A is the area


of one grid cell (10,000 m2), and K is a constant to make the units consistent, i.e. K =


10-6 kg-m-L/mg-mm-m3, so that L is determined in units of kg/year.  This approach to


representation of loadings assumes that the downstream transport process is


conservative, i.e. no pollutant decay occurs along the flow paths.  This assumption is


considered appropriate for the pollutants in Table 3.6 along the short flow paths of the


San Antonio-Nueces Basin.  Another important point about this relationship is that it


applies expected mean concentration, which is typically associated with single runoff


events, to mean annual runoff, which generally includes stream base flow as well as


runoff from storm events.


Pollutant loadings associated with each grid cell are determined by first


converting the expected mean concentration map coverage to a grid, through use of the


Polygrid command.  For the creation of this grid, cell values are determined from the


appropriate concentration attribute of the land use coverage.  For the case of total


phosphorus, the tp field is specified as the item from which to extract cell values.  Once


the expected mean concentration grid is created, a cell-based loading grid is established


as the product of this grid and the runoff grid.


Grid:  phosgrid = polygrid(sanlu,tp,#,#,100)
Grid:  phosrnof = phosgrid * runoff


Before a cumulative annual loading grid is created, it is noted that, for display


purposes, a representation of cumulative loads in the stream networks is desired.  One
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way to accomplish this is through the conversion of grid cell strings to an equivalent arc


coverage, using the Streamline command.  However, arcs created using Streamline start


at the geographic center of the endpoint cell, rather than including the full width of the


cell.  The result of this idiosyncrasy is that the equivalent arc of a gridded stream falls


one-half cell short of its expected outlet point.


To correct for this anomaly, the mainland portion of the baycov coverage,


created in section 4.1, is isolated using the Reselect command.  The new mainland


coverage is then buffered by 100 meters and the buffered coverage is converted to an


equivalent grid, using Polygrid.  Finally, a flow direction grid specific to the buffered


mainland coverage is created with the Con statement.  This procedure has the effect of


creating a flow direction grid that covers the mainland plus a 100-meter boundary


extending out into the bay network.


Arc:  reselect baycov mainland
>:  res baycov-id = 1
>:  ~
Do you wish to re-enter expression (Y/N)?  n
Do you wish to enter another expression (Y/N)?  n
  1 features out of 30 selected
Arc:  buffer mainland main # # 100
Arc:  grid
Grid:  maingrid = polygrid(main,#,#,#,100)
Grid:  mainfdr = con(maingrid,ditfdr)


Cumulative annual loading in the basin is determined by performing a weighted


flow accumulation, using the cell-based loading grid as the weight grid and the new


buffered mainland flow direction grid.  Division by 100 is introduced into this


command, as per equation 4-6, to provide the result in units of kg/year.


Grid:  phosld = flowaccumulation(mainfdr,phosrnof) / 100


In order to facilitate the conversion of the cumulative loading grid to a


coverage, an integer grid of cumulative load is first created.  Then the Con statement is


used with the Streamline command to effectively reselect all grid cells with value


greater than or equal to a threshold of 1000.  Selection of this threshold value reduces


the number of cells to be converted to those that occur at in-stream locations, where


accumulated loads are greatest.  The specific threshold value is not arbitrary, but
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should be selected so as to reflect as much of the known stream network as possible.


Finally, the cumulative loadings coverage is clipped with the mainland template, so that


the endpoints of the streams occur exactly at the bay network borders.


Grid:  phosload = int(phosld)
Grid:  tpline = streamline(con(phosload >= 1000,phosload),mainfdr,grid-code)
Arc:  clip tpline mainland tpload line


By performing a Describe command on the annual cumulative loading grid


(phosload), the maximum value (i.e. load) in the grid can be identified.  Also, by


querying the various outlet cells to the bay network with the Cellvalue command,


annual cumulative loads from each subwatershed in the basin can be established.


Grid:  describe phosload


                Description of Grid PHOSLOAD


Cell Size =                     100.000            Data Type:                       Integer
Number of Rows    =           1325            Number of Values =            4884
Number of Columns =         1520           Attribute Data (bytes) =             8


           BOUNDARY                                STATISTICS


Xmin =            1180828.125         Minimum Value =                   0.000
Xmax =            1332828.125 Maximum Value =           60900.000
Ymin =              612183.250          Mean          =                         74.213
Ymax =              744683.250         Standard Deviation =         1553.429


Grid:  gridpaint phosload value linear nowrap gray
Grid:  cellvalue phosload *
The cell containing point (1267701.191,660318.274) has value 60900


Figure 4.15 shows annual cumulative loads of total phosphorus in the San


Antonio-Nueces basin, using the grid-code attribute of the tpload coverage to display


aerial distributed values of load greater than thresholds of 1000 kg/yr, 5000 kg/yr,


10,000 kg/yr, and 50,000 kg/yr.  Specific load values at five bay network outlet points


are identified on the figure.  It should be noted that the largest contributions of


phosphorus load are seen to be from the agricultural part of the basin in the Aransas


subwatershed.
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4.5  Predicting Downstream Pollutant Concentrations in Watershed Stream


       Networks


Pollutant concentrations that are sampled at various in-stream locations result


from the mixing of all pollutant-laden flows draining from upstream of the particular


location.  For a digitally discretized grid model, this mixing process is approximated by


dividing the accumulated load at each cell by the accumulated runoff that also occurs


there.  Mathematically, this is represented by


Ca = La / Qa, (4-7)


where La is the annual cumulative loading, Qa is the annual cumulative runoff, and Ca is


the average concentration expected at the location.


These predicted concentration values can be compared with measured data


from a sampling program in order to assess the accuracy of the predicted values.  For


this study the water quality measurement data described in section 3.2 are used for


comparison.  For each sampling location in the data set, the assumption is made that the


expected observed concentration is simply the average of all the measurements made


there, or


                      n


     Co =  (1/n) * Σ Ci ,     (4-8)
                                  i=1


where Ci is each concentration value measured at a particular sampling location, n is


the total number of samples made at that location, and Co is the average observed


concentration.


Estimating Average Concentrations


Before estimated concentrations can be calculated, grids of annual cumulative


loading and annual cumulative runoff need to be established.  Grids of annual


cumulative loading are created as per the procedure in section 4.4.  Annual cumulative


runoff is created by performing a weighted flow accumulation, using the runoff grid as
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the weight grid.  The result of the weighted flow accumulation is multiplied by 10 to


convert from runoff units of mm/yr to accumulated units of m3/yr, as in equation 4-1.


Grid:  runoffac = flowaccumulation(mainfdr,runoff) * 10
Grid:  describe runoffac


By performing a Describe command on the cumulative runoff grid, the


maximum value of the grid is determined as more than 290 million m3/yr.  This is the


value at the outlet of the Mission River to Mission Bay.  The equivalent annual


cumulative runoff grid, in units of cubic feet per second (cfs), is calculated by


multiplying the runoffac grid by the number of cubic feet per cubic meter and dividing


by the number of seconds per year.  In these units of measure, the annual cumulative


runoff is represented as an average stream flow and is more easily compared with


recorded USGS stream flow values.  For display purposes, an equivalent coverage of


the accumulated runoff grid is created by first converting the real number grid to an


integer grid.  Then the Streamline command is used, along with the Con statement, to


create arcs for all cells having value greater than or equal to a certain threshold value,


specified so that only in-stream cells are converted.  For this conversion, the threshold


value is chosen to be 1 cfs.  The cumulative runoff coverage is then clipped with the


mainland coverage to create cumulative runoff arcs that end exactly at the boundaries


of the bay network.  Figure 4.16 shows average stream flows in units of cubic feet per


second.


Grid:  rofaccfs = runoffac * 35.2875 / 31557600
Grid:  introfac = int(rofaccfs)
Grid:  rofaclin = streamline(con(introfac >= 1,introfac),mainfdr,grid-code)
Arc:  clip rofaclin mainland rofaccov line


Once the annual cumulative runoff grid is created, a grid of predicted pollutant


concentration can be created as per equation 4-7.  Using total phosphorus as an


example pollutant, a grid of predicted concentrations is produced by dividing the


annual total phosphorus cumulative load grid by the annual cumulative runoff (m3/yr)


grid.  Multiplication of this result by 1000 produces a concentration grid in units of


mg/L as per the equation


C (mg/L)  =  L (kg/yr) / Q (m3/yr) * 106 mg/kg * .001 m3/L.     (4-9)
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A grid of concentration values specific to the basin stream network is


established using the Con statement with the introfac grid created above. Values from


the predicted total phosphorus concentration grid are filled into those cells that


correspond to locations along the stream networks.  Since arc coverages may only be


converted from integer value grids, the stream concentration grid is multiplied by 1000


to retain significant figures, the product is truncated to create the integer grid, and the


resulting grid is converted to a coverage, using the Streamline command.  Finally, the


phosphorus concentrations arc coverage is clipped so that the concentration arcs end


exactly at the shores of the bay network.


Grid:  phosconc = phosload / runoffac * 1000
Grid:  phconstr = con(introfac >= 1,phosconc)
Grid:  phline = streamline(int(phconstr * 1000),mainfdr,grid-code)
Arc:  clip phline mainland phcon line


Figure 4.17 shows the predicted concentrations for total phosphorus in the San


Antonio-Nueces coastal basin.  These predicted concentrations represent the levels of


pollution that are attributed to nonpoint source runoff, only.  Additional point source


pollutant loadings are considered in section 4.6.


Attaching Observed Concentration Data to Measurement Locations


The Surface Water Quality Monitoring (SWQM) data described in section 3.2


are used for comparison with the predicted concentration values.  With the data linked


in ArcView 2.0 as shown in Figure 3.11, the average measured value of a particular


pollutant constituent is established through use of the Summary Statistics tool.  First, a


pollutant is selected in the storet.dbf table.  Then, with the station_id field selected in


the value.dbf table, the Summary Statistics tool is invoked.  This tool allows the user to


sort and manipulate data from the selected table, using the previously selected field to


sort by.  Using the tool, the Value field is specified as the data to manipulate and the


Summary Statistics Averaging function is performed on the data.  This process creates a


new database file (.dbf) that includes three fields:  (1) all station-id’s reporting data for


the particular pollutant, (2) a field called count that represents the total number of


measurements of the pollutant at that station, and (3) a field called ave_value that
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represents the mean value of the specified measurements.  Table 4.6 shows a portion of


the tp.dbf file identifying all measurement locations where total phosphorus is


measured, the number of measurements at each location, and the average


concentrations at each location.


The tp.dbf file is attached to the water quality measurement stations point


coverage in Arc/Info.  First, the file is converted to an Arc/Info Information file (.dat)


using the Dbaseinfo command.  The new tp.dat file is then attached to the sanwq point


attribute table using the Joinitem command with the station_id field specified as the link


item.  Using the Arc/Info Tables module, the new count and ave_value fields of the


sanwq point attribute table are altered to have the more definitive tp_cnt and tp_avg


field names.


Arc:  dbaseinfo tp.dbf tp.dat
Arc:  joinitem sanwq.pat tp.dat sanwq.pat station_id station_id
Arc:  tables
Enter Command:  sel sanwq.pat
   105 Records selected
Enter Command: alter
Enter item name: count
COLUMN   ITEM NAME        WIDTH OUTPUT  TYPE N.DEC  ALTERNATE NAME
   22  COUNT                   8     11     F      0
Item name: tp_cnt
Item output width: 11
Item type: f
Item decimal places: 0
Alternate item name: ~
COLUMN   ITEM NAME        WIDTH OUTPUT  TYPE N.DEC  ALTERNATE NAME
   22  TP_CNT               8    11     F      0
Enter item name: ave_value
COLUMN   ITEM NAME        WIDTH OUTPUT  TYPE N.DEC  ALTERNATE NAME
   30           AVE_VALUE              8     16     F      2
Item name: tp_avg
Item output width: 16
Item type: f
Item decimal places: 2
Alternate item name: ~
COLUMN   ITEM NAME        WIDTH OUTPUT  TYPE N.DEC  ALTERNATE NAME
   30  TP_AVG                8   16     F     2
Enter item name:   ~


 Enter Command:  quit
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STATION_ID COUNT AVE_VALUE


12932 2 0.61
12933 5 6.60
12934 1 7.36
12935 6 6.28
12937 2 6.61
12938 2 5.94
12939 2 4.26
12940 2 4.22
12941 1 0.25
12942 1 0.16
12943 27 0.15
12944 75 0.06
12945 27 0.14
12946 1 0.28
12947 2 0.50
12948 39 1.09
12949 2 1.73
12950 1 2.19
12951 2 2.91
12952 3 4.47
12953 1 3.01
13030 1 0.14


: : :
: : :


Table 4.6 :  Summary Statistics for Total Phosphorus
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The procedure of using the ArcView Summary Statistics tool and attaching


average concentration values to the sanwq point attribute table is repeated for each


pollutant constituent of interest (i.e. those pollutants identified in Table 3.6).  Nitrogen,


however, is not sampled and reported as total nitrogen in the Surface Water Quality


Monitoring data set.  Instead, total kjeldahl nitrogen (organic plus ammonia nitrogen),


nitrate nitrogen, and nitrite nitrogen are reported separately.  These are the components


that total nitrogen is comprised of (American Public Health Association, American


Water Works Association and Water Environment Federation, 1992).  Each of the


three nitrogen components is summarized, averaged, and attached to the sanwq point


attribute table along with the other pollutant constituents from Table 3.6.  Then two


additional fields, tn_cnt and tn_avg, are added to the point attribute table using the


Joinitem command.  In the Tables module, the number of effective total nitrogen


measurements at each location is determined as the average of the number of


measurements for each component.  The average value for total nitrogen concentration


at each location is determined as the sum of the average values for each component.


Finally, X- and Y-coordinate values are added to each record in the sanwq point


attribute table through use of the Addxy command:


Arc:  additem sanwq.pat sanwq.pat tn_cnt 8 8 f 0
Arc:  additem sanwq.pat sanwq.pat tn_avg 8 8 f 2
Arc:  tables
Enter Command:  sel sanwq.pat
   105 Records selected
Enter Command:  calc tn_cnt = ( tkn_cnt + no2_cnt + no3_cnt ) / 3
Enter Command:  calc tn_avg = tkn_avg + no2_avg  + no3_avg
Enter Command:  quit
Arc:  addxy sanwq


Analyses of the Surface Water Quality Monitoring data at specific locations and


for specific pollutants reveal some interesting points.  Figure 4.18 shows all of the total


phosphorus measurements taken at station #12948 along the Aransas River about 15


kilometers upstream of Copano Bay.  By plotting these concentration levels against the


sampling dates, the variations in concentration magnitude are plainly seen.  A plot of


the average concentration overlaid on the data shows the effect of a few elevated


concentration measurements on the average value and suggests that consideration and
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Figure 4.18 :  Total Phosphorus Concentration Measurements at TNRCC
SWQM Station # 12948 (Aransas River)
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possible removal of outlying data points may be appropriate for determination of a


revised average.


Figures 4.19 and 4.20 respectively show the nitrogen component measurements


made at the Aransas station and at station #12944 along the Mission River about 10


kilometers upstream of Mission Bay.  Each of these plots also shows the value for total


nitrogen, calculated as the sum of the average total kjeldahl, total nitrate, and total


nitrite levels.  Values for total kjeldahl and total nitrite nitrogen generally fall into fairly


well-bounded ranges, but nitrate nitrogen concentration values, particularly at the


Mission River station, show an occasional tendency to vary significantly from the


normal range.  These atypical measurements have a significant effect on the calculated


average total nitrate concentration which, in turn, affects the calculation of average


total nitrogen concentration.  In fact, the single outlying total nitrate concentration data


point observed at the Mission station (Figure 4.20) affects the calculated average total


nitrate concentration by almost 200%, increasing it from about 0.077 mg/L to 0.22


mg/L.  As a result, average total nitrogen calculated for the station is 18% higher than it


would be without inclusion of the anomalous data point.  This point emphasizes that


outlying data points should be considered when establishing averaged values for


pollutant concentration at a particular location.


A second point of interest regarding the Surface Water Quality Measurement


nitrogen data is illustrated in Figure 4.21, which shows the percentile distributions, for


both the Aransas and Mission stations, of the three components that contribute to the


calculated average total nitrogen concentrations.  The charts in this figure have been


determined using all data points from each of the stations, i.e. without consideration


and removal of outlying data points.  The chart shows that, for both locations, most of


the total nitrogen observed is of an organic nature.  The oxidized forms of nitrogen


account for only 25-30% of the total observed (before consideration of outlying


points).  Organic and ammonia nitrogen is typically associated with agricultural land


uses and the fact that kjeldahl nitrogen accounts for over 70% of the total nitrogen


measured in the two main streams of the basin indicates a significant contribution from


the local agricultural lands.
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Figure 4.19 :  Total Nitrogen Component Concentration Measurements at
TNRCC SWQM Station # 12948 (Aransas River)
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Figure 4.21 :  Percentile Distribution of Total Nitrogen Components
Measured at Two Locations in the San Antonio-Nueces Basin
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Graphically Depicting Variations in the Frequency of Concentration Sampling


The average concentrations that are attached to the water quality measurement


points are calculated by averaging various numbers of measurements.  In fact, for total


phosphorus, Table 4.6 shows one average concentration derived from 75 measurements


while a number of locations have only one measurement defining average


concentration.  One would be correct in placing more statistical validity in those


averages derived from larger numbers of measurements.


A method of depicting this variation in the number of concentration


measurements is established by converting the water quality measurement point


coverage into a polygon coverage of circles, where each circle is centered about the


measurement location coordinates and each circle’s area is approximately proportional


to the number of measurements made at the station.  This is done by (1) adding a radius


field to each record in the sanwq point attribute table, (2) calculating values for radius


based on the number of measurements for the pollutant constituent of interest, (3)


creating a text-delimited data file from the station-id, x-coordinate, y-coordinate, and


radius fields, (4) generating a polygon coverage from the data file, and


(5) attaching the pollutant measurement data to the new polygon coverage.


The first three of these steps are performed in ArcView 2.0:  For the case of


total phosphorus measurements, the sanwq point attribute table is displayed and the


Properties feature in the Table menu is used to deselect all fields except for station_id,


x-coord, y-coord, and tp_cnt.  The Table menu is used once again to Start Editing of


the table.  The Add Field feature from the Edit menu is then invoked and the Radius


field is defined as an 8-character numeric item.


The Calculate feature of the Field menu is used to specify that values in the


Radius field are determined as the truncated square root of the tp_cnt field multiplied


by 200 meters, or


Radius = tp_cnt.sqrt.truncate * 200.     (4-10)


The value of 200 meters is selected, by trial and error, as the smallest radius that


produces a discernible circle for single measurement stations, while maintaining a


reasonably sized circle for locations with many measurements.  By taking the square
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root of the number of pollutant measurements, the area of the circle (π * radius2) is


made proportional to the number of measurements.  Once the values for the Radius


field are filled, the Stop Editing feature is selected from the Table menu.


The Properties feature in the Table menu is used to deselect the tp_cnt field


from the sanwq point attribute table, leaving only the station-id, x-coord, y-coord, and


radius fields displayed, in that order.  The Export feature from the File menu is then


invoked to create a text-delimited file containing the values of these four fields.  A


portion of this text-delimited file, called rad.txt, is shown in Figure 4.22.


A raw data file (rad.dat) is created from this text-delimited file by removing the


column labels in the header and appending the bottom of the file with an END


statement.  This raw data file is then used in conjunction with the Arc/Info Generate


command to create a coverage of circles at each measurement location.  Polygon


topology is created through use of the Clean command:


Arc:  generate phospts
Generate:  input rad.dat
Generate:  circles
   Creating Circles with coordinates loaded from rad.dat
Generate:  quit
   Externalling BND and TIC.......
Arc:  clean phospts phopts


Finally, water quality measurement data is attached to the phopts coverage by


adding an integer field called station_id to the phopts polygon attribute table, filling


those fields with the values from the phopts-id field, altering the station_id field to


character type, and performing a Joinitem command with the tp.dat file, using the


station_id field to join the two files.


Arc:  additem phopts.pat phopts.pat station_id 5 5 i
Arc:  tables
Enter Command:  sel phopts.pat
     24 Records selected
Enter Command:  calc station_id = phopts-id
Enter Command: alter
Enter item name: station_id
COLUMN   ITEM NAME        WIDTH OUTPUT  TYPE N.DEC  ALTERNATE NAME
  17         STATION_ID                5      5     I      -
Item name: station_id
Item output width: 5
Item type: c
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"Sanwq-id","X-coord","Y-coord","Radius"
12931,1253025.250,696013.875,0
12932,1222723.500,694795.125,200
13399,1321153.000,694116.750,0
12933,1223832.250,693739.500,400
12934,1224645.625,693725.188,200
12936,1223313.875,693697.688,0
12935,1225518.375,693651.250,400
12937,1226820.250,692784.062,200
12939,1226039.375,690734.125,200
12938,1226287.000,690616.125,200
13660,1282946.625,685779.625,800
12942,1225275.500,685540.438,200
12944,1266646.625,684073.938,1600
12940,1227986.625,682454.125,200
12952,1233187.250,682256.125,200
12953,1230096.875,681881.750,200
12941,1226212.125,681493.000,200
13398,1315794.250,678917.375,0
12951,1242619.250,676083.625,200
13401,1309669.875,673810.625,0
13406,1299136.750,672437.562,0
12943,1273454.375,672223.500,1000
13400,1307925.750,670925.375,0
12950,1242018.500,670924.062,200
12949,1249132.375,668866.188,200
13404,1292647.500,666251.562,0
12948,1252749.000,665714.812,1200
     :             :             :            :
     :             :             :            :
     :             :             :            :


Figure 4.22 :  Text-Delimited File of Water Quality Measurement Radii
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Alternate item name: ~
COLUMN   ITEM NAME        WIDTH OUTPUT  TYPE N.DEC  ALTERNATE NAME
   17         STATION_ID     5     5     C      -
Enter item name: ~
Enter Command:  quit
Arc:  joinitem phopts.pat tp.dat phopts.pat station_id station_id


This procedure is performed for each pollutant constituent of interest.


However, since no .dat file exists for total nitrogen, the polygon attribute table for that


coverage of circles is joined with the sanwq point attribute table, which contains the


average values for all pollutant constituents of interest.  The sanwq point attribute table


is actually an alternative source of average concentration data for all of the circle


coverages.


Figure 4.23 shows the predicted total phosphorus concentration data overlaid


with the phopts polygons.  For display purposes, these circles are provided with a label


of the average concentration at the location concatenated with the number of total


phosphorus measurements.  This label is created in ArcView 2.0 by adding a new


character field and, using ArcView’s internal Avenue programming language, defining


the contents of the character string as


[pho_tag] = [tp_avg].SetFormat(“d.dd”).AsString ++
”(“ ++ [tp_cnt].AsString ++ ”)”, (4-11)


where .AsString converts the value of the preceding variable to a character string and


.SetFormat(“d.dd”) specifies a floating point numeric format for the preceding variable.


Figure 4.23 also shows interesting trends in the comparison of predicted and


average observed values for total phosphorus concentration.  Using the same color


coding scheme to represent predicted and observed concentrations, it can be seen that,


within the Mission and Copano subwatersheds, estimated concentrations generally


match the minimal levels that have historically been recorded there, between 0.1 and


0.3 mg/L.  However, in the Aransas subwatershed, observed concentrations


significantly exceed predicted levels.  In particular, observed concentrations just


downstream from the city of Beeville (Figure 4.24) are seen to reach above 7 mg/L,


whereas predicted concentrations in the same reaches of the river are less than 1 mg/L.
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These discrepancies would tend to indicate a significant point source in the area


contributing to total phosphorus loads.  Consultation with TNRCC personnel have


identified that the data points in question were sampled to investigate suspected


effluent problems from a wastewater treatment plant in Beeville.  However, it should


also be noted that most of these measurements were made within a short period in the


early 1980’s and it is not known whether total phosphorus at the sampling locations has


remained at these elevated levels.


4.6  Considering and Simulating Point Sources


As can be seen from section 4.5, the characterization of nonpoint source


pollution for a particular region may not provide a complete representation of the


pollutant levels in that area.  Point sources along stream networks can contribute


significantly to the measured pollutant levels.  Pollutant level data for point sources in


the San Antonio-Nueces Coastal Basin were unavailable at the time of this study.


However, a method of simulating point sources is investigated by considering the


difference between predicted nonpoint source pollution concentration levels and


observed concentration levels at a specific location, and then accounting for the


difference with a single point load at the location.  The point source pollutant load is


then included in every downstream location in the digital basin.


Estimating an Annual Point Load


Figure 4.24 shows a number of measurement points just downstream of


Beeville, TX where observed total phosphorus concentrations significantly exceed the


values expected from nonpoint sources alone.  Assuming that the Beeville wastewater


treatment plant effluent enters the Aransas River at the furthest upstream location


where a significant concentration discrepancy exists, a point source phosphorus


contribution for that location is estimated to account for the discrepancy.


To establish the exact value of estimated nonpoint source total phosphorus


concentration at the location, the phosconc grid is displayed in the Grid tool, overlaid


with the phopts coverage, and queried at the suspected point source location, using
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the Cellvalue command.  Similarly, the annual cumulative runoff grid is displayed and


queried to determine cumulative runoff at the point source location.  By multiplying the


cumulative runoff by the difference between observed and estimated concentrations,


the amount of observed annual phosphorus load attributable to the point source is


calculated.


Grid:  gridpaint phosconc value linear nowrap gray
Grid:  polygonshades phopts 2
Grid:  cellvalue phosconc *


The cell containing point (1223830.414,693729.621) has value 0.621
Grid:  gridpaint runoffac value linear nowrap gray
Grid:  polygonshades phopts 2
Grid:  cellvalue runoffac *


The cell containing point (1223830.414,693729.621) has value 5467914


Noting that the average observed total phosphorus concentration at the point


source location is 6.6 mg/L, the amount of this concentration attributed to the point


source effluent is calculated as 6.6 mg/L - 0.621 mg/L  =  5.979 mg/L.  By multiplying


this value by the cumulative runoff at the point source, the total annual estimated


cumulative phosphorus point load is determined as


5.979 mg/L  *  5,467,914 m
3
/yr  *  1000 L/m


3
  *  10


-6
 kg/mg  =  32,694 kg/yr.       (4-12)


This value for estimated load is compared with an algorithm from Thomann and


Mueller (1987), where load is calculated as the product of daily per capita municipal


flow, population of the municipality, and typical effluent concentration.  For Beeville,


using the population data from Table 1.1, and Thomann and Mueller’s typical average


values for per capita flow (125 gallons/capita-day) and total phosphorus municipal


effluent concentration (7 mg/L), this algorithm results in an estimate of


125 gcd * 13547 pop. * 365 d/yr * 3.785 L/gal * 7 mg/L * 10
-6


 kg/mg  =  16,376 kg/yr.    (4-13)


According to the Beeville wastewater treatment plant chief operator, daily flow


at the facility, averaged over the year, is approximately 2,000,000 gallons per day


(Barrera, 1996).  Using this value for flow, instead of Thomann and Mueller’s typical


daily per capita flow value, estimated total phosphorus load is calculated as
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2,000,000 gal/d * 365 d/yr * 3.785 L/gal * 7 mg/L * 10
-6


 kg/mg  =  19,341 kg/yr.      (4-14)


This value represents 58% of the value calculated in equation 4-12.  The fact that these


other estimates are within the same order of magnitude show that this method of


estimating point loads has some validity.  However, the other estimates also indicate


that the additional phosphorus loads contributing to the measured concentrations at the


Beeville location are probably not from the wastewater treatment plant alone.


Considering Point and Nonpoint Sources Together 


In order to combine the point source load from equation 4-12 with the nonpoint


source load, the point source load value is added to the cell where the observed


concentration discrepancy exists.  First, the flow accumulation grid is displayed and


overlaid with the phosphorus measurement location point coverage.  Through visual


identification of the discrepant Beeville measurement location and use of the


Selectpoint command, a single-cell grid representing the location is established.  This


grid has values of NODATA in all other cells.  So that map algebra may be performed


with this grid, the NODATA cells are converted to zero-value cells through use of the


Isnull command and the Con statement.  The annual point load value is simultaneously


stored into the selected cell.


Grid:  gridpaint ditfac value linear nowrap gray
Grid:  points phopts
Grid:  beepoint = selectpoint(ditfac,*)
Grid:  beeload = con(isnull(beepoint),0,32694)


A new cell-based loading grid is established by adding the existing nonpoint


source cell-based load grid (phosrnof) and the Beeville point load grid.  However, since


the Beeville point load grid is in units of kg/yr, it must first be converted to the aerial


mg-mm/L-yr units of phornof.  As shown in equation 4-15, this is accomplished by


multiplying the point load grid by 100.


Q * EMC (mg-mm/L-yr)  =  kg/yr * 10
6
 mg/kg * .0001 cells/m


2
 * .001 m


3
/L * 1000 mm/m  (4-15)


A new total phosphorus load grid is created as the weighted flow accumulation


of the new cell-based loading grid divided by 100, as per equation 4-6.  The
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phosphorus concentration grid is then recalculated as the new total phosphorus load


grid divided by the accumulated runoff grid.  A factor of 1000 included in this product


produces concentration in units of mg/L, as per equation 4-9.  As in section 4.5, a grid


of concentration values specific to the basin stream network is established using the


Con statement with the introfac grid.  The stream concentration grid is multiplied by


1000 to retain significant figures, the product is truncated to create the integer grid, and


the resulting grid is converted to a coverage, using the Streamline command.  The


mainland coverage is then used to clip the concentration coverage so that concentration


streams end exactly at the shores of the bay network.


Grid:  beernof = phosrnof + (beeload * 100)
Grid:  totpload = flowaccumulation(mainfdr,beernof) / 100
Grid:  totpconc = totpload / runoffac * 1000
Grid:  tophostr = con(introfac >= 1,totpconc)
Grid:  topholin = streamline(int(tophostr * 1000),mainfdr,grid-code)
Arc:  clip topholin mainland tophocon line


Since the beeload point source pollutant grid only affects load values along the


Aransas River, the only differences between this new concentration coverage and the


one created in section 4.5 occur along the Aransas.  Figure 4.25a shows the Beeville


portion of the newly calculated concentration coverage with the observed


concentration circles overlaid.  Likewise, figures 4.25b and 4.25c show portions of the


Aransas River between the Beeville area and the Copano Bay outlet.  A review of the


newly calculated concentrations in these three figures shows better agreement with the


average observed concentrations along the length of the Aransas River.  However, it


should be re-emphasized that this new concentration coverage is derived with the


assumption that the Beeville wastewater treatment plant effluent accounts for the


difference between observed concentrations and estimated nonpoint source


concentrations.  In fact, there may be a number of point sources along the Aransas


River that contribute to the total phosphorus concentration profile there.


For more accuracy, this method of simulating point sources should be


implemented with values of reported annual loads or permitted average concentrations


for all of the permitted point source effluents in the basin.
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4.7  Using an Optimization Routine to Provide Estimates of EMC Values


The land use expected mean concentration values included in Table 3.6 are


integral to this assessment of nonpoint source pollution.  As outlined in section 3.2,


these data are literature-based values used and published in a previous study (Baird, et


al., 1996).  Even though the agriculture and rangeland expected mean concentrations in


this study were established empirically from measurements made near the San Antonio-


Nueces coastal basin, it is desirable to establish a full set of expected mean


concentration data that fits local conditions in the basin and does not necessarily rely


on literature-based values.


One alternative method of determining expected mean concentration values for


each land uses involves the use of a computer-based optimization routine.  The input


data required for this routine are (1) average observed pollutant concentrations at


significant sampling locations, (2) all upstream pollutant point loads, (3) total annual


cumulative runoff at the sampling locations, and (4) the annual cumulative runoff


occurring from each land use upstream of each sampling location.


Determination of Optimization Routine Inputs


Average observed pollutant concentrations are established from the methods


discussed in section 4.5 and upstream point load data should be acquired from


reported or permitted values, as identified in section 4.6.  However, for this analysis,


the total phosphorus point load data estimated in section 4.6 is used.


Total annual cumulative runoff and land use-based cumulative runoff are


established for the TNRCC sampling sites where significant numbers (more than 15) of


historical phosphorus measurements exist.  There are five such locations in the San


Antonio-Nueces coastal basin; two along the Aransas River, two on the Mission River,


and one on Copano Creek.  Upon further review, one of these sampling locations, in


Copano Bay a few kilometers east of the Aransas River outlet, is rejected since


pollutant transport to the location does not follow a strict linear path along the stream


network and is assumed to have a significant dispersion component.


Determination of total annual cumulative runoff is accomplished by displaying


the cumulative runoff grid of the basin, overlaying the phosphorus sampling locations,
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and querying the locations of significant phosphorus measurements.  These steps are


performed using the Gridpaint, Points, and Cellvalue commands.  For a sampling site


along the Aransas River, the procedure is as follows:


Grid:  gridpaint runoffac value linear nowrap gray
Grid:  points phopts
Grid:  cellvalue runoffac *


The cell containing point (1252520.808,665484.913) has value 94664336.000


The cumulative runoff values for each land use upstream of a sampling location


are determined by first delineating a subwatershed from the sampling site, using the


Gridpaint, Points, Selectpoint, and Watershed commands along with the basin flow


accumulation grid, flow direction grid, and sampling sites coverage.  An equivalent


polygon coverage of the subwatershed grid is created, using Gridpoly.  The polygon


coverage is then used to clip the basin land use coverage, so that only those land uses


occurring upstream of the sampling location are retained.


Grid:  gridpaint ditfac value linear nowrap gray
Grid:  points phopts
Grid:  aranpt = selectpoint(ditfac,*)
Grid:  arptarea = watershed(clipfdr,aranpt)
Grid:  araptcov = gridpoly(arptarea)
Arc:  clip sanlu araptcov aranlu poly


The clipped land use coverage is converted back to a grid, using Polygrid.  Cells


in the land use grid are filled with land use category values (lusecat).  Finally,


cumulative runoff from each land use is established by using the Zonalsum command


with the land use grid and the cell-based runoff grid.  This command sums the grid cell


values from a target grid (runoff) based on regions of equal value defined in a zone grid


(land use category).  The result of this Zonalsum is multiplied by 10, as per equation 4-


1, in order to convert cumulative runoff to units of m3/yr.  The product is then


converted to an integer grid, so that a value attribute table may be subsequently created


for the grid.


Grid:  arlugrid = polygrid(aranlu,lusecat,#,#,100)
Grid:  arrunoff = int(zonalsum(arlugrid,runoff) * 10)
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By listing the value attribute tables (vat) of the land use grid and the cumulative


runoff grid, cumulative runoff values from each land use category in the subwatershed


are established by matching the values from the two tables, based on the count of cells


in each grid.


Grid:  list arlugrid.vat
Record VALUE COUNT
         1         11        1312
         2         12       1229
         3         13              6
         4         14        437
         5         16          25
         6         17          30
         7         20    65400
         8         30    25711
         9         40    35419
       10         50          19
       11         60          97
       12         70        866
Grid:  list arrunoff.vat
Record VALUE COUNT
         1      6730           6
         2    14420          19
         3    15100          25
         4    18450          30
         5  117060          97
         6  256980        437
         7  752240        866
         8  785360        1312
         9  906050      1229
       10            25114850    25711
       11              25536140    35419
       12            41141650    65400


Once this procedure is performed for each of the four significant sampling


locations in the basin, mass balance equations are set up for each subwatershed.  These


mass balances equate the total measured load (total cumulative runoff at the sampling


location multiplied by the observed concentration) with the sum of the loads from each


land use and point source.  The loads from each particular land use are denoted by


taking the product of the cumulative runoff from that land use and an expected mean


concentration variable associated with the land use.  Known point sources upstream of
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the sampling location are also included in the sum.  Mathematically, the mass balance


equation for each subwatershed is written as


     n      m
Co * Qa  =  Σ (Ci * Qi)  +  Σ Ptj (4-16)


       i=1        j=1


where Co is the average observed concentration at the sampling location, Qa is the total


cumulative runoff at the sampling location, n is the number of subwatershed land uses,


Ci is the expected mean concentration for each land use, Qi is the cumulative runoff


from each land use, m is the number of subwatershed point sources, and Ptj is the load


from each point source.


Execution of the Optimization Routine


The four mass balance equations are entered into the Microsoft Excel Solver


optimization routine and solved simultaneously to establish the best fit values for the


land use-based expected mean concentration variables.  Initially, the optimization


routine does not converge to a solution since, for the four subwatershed mass balance


equations, a total of 12 expected mean concentration variables exist.  In order to solve


for 12 variables in four equations, additional constraints on the variables are


introduced.  These constraints are derived from observations about the literature-based


event mean concentration data in Table 3.6 and are outlined below:


-  All phosphorus EMC’s are limited to within +/-50% of their initially entered 
value.


-  No pollutant contribution is expected from water and wetland land uses (i.e. 
phosphorus EMC’s for those land uses are set to 0)


-  Phosphorus EMC’s for mixed urban and other urban land uses are assumed 
to be equal to the linear average of the phosphorus EMC’s for
residential, commercial, industrial, and transportation land uses.


The constraints do provide some bounds for the solution of the 12 variables, but


still do not amount to 12 unique equations.  However, the solution is further


constrained by entering the total phosphorus data from Table 3.6 as the initial set of


values for the expected mean concentration variables.  Unfortunately, this limits the
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function of the routine to that of an adjustment algorithm, rather than an independent


method of establishing expected mean concentration values.


In order to run the optimization routine, all terms from equation 4-16 are placed


on one side of the equation and are divided by total cumulative runoff at the sampling


location, Qa.  Mathematically, this manipulation appears as


       n       m
Co  -  [ Σ (Ci * Qi)  +  Σ Ptj ] / Qa =  CB,       (4-17)


        i=1                   j=1


where CB is the concentration balance, which should equal zero when the appropriate


values for the land use-based expected mean concentrations are entered.


The concentration balances for each subwatershed are established and


optimized solutions for the land use expected mean concentrations are calculated in


two different ways.  First, the sum of the absolute values of the concentration balances


for each subwatershed is minimized.  This optimization produces the expected mean


concentration values shown in the fourth column of Table 4.7.  A second optimization


of the land use expected mean concentrations is performed by minimizing the


maximum absolute value of the concentration balances for each subwatershed.  This


optimization method results in the recalculated expected mean concentration values


shown in the fifth column of Table 4.7.  Both of these methods have the effect of


minimizing each of the individual subwatershed concentration balance values.
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         EMC Values (mg/L)


Land Use Land Use From Minimized Minimized
Code Table


3.6
Conc Bal


SUM
Conc Bal


MAX


Urban Residential 11 0.57 0.332 0.609
Urban Commercial 12 0.32 0.228 0.327


Urban Industrial 13 0.28 0.14 0.269
Urban Transportation 14 0.22 0.33 0.226


Mixed Urban 16 0.35 0.257 0.358
Other Urban 17 0.35 0.257 0.358
Agricultural 20 1.3 1.424 1.306
Range Land 30 0.005 0.0025 0.0047
Forest Land 40 0.005 0.0036 0.0035


Water 50 0 0 0
Wetlands 60 0 0 0


Barren Lands 70 0.12 0.18 0.123


Table 4.7 :  Expected Mean Concentration Values Calculated Using the Microsoft


Excel Solver Optimization Routine
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5 RESULTS


The nonpoint source pollution methodology outlined in sections 4.1 through


4.5 has been performed for four of the pollutant constituents included in Table 3.6.


Results of these analyses are discussed in this section.  In addition, the point source


simulation discussed in section 4.6 is performed for both phosphorus and nitrogen.


Finally,  results of the optimization runs for estimation of phosphorus expected mean


concentration values are analyzed.


5.1 Nonpoint Source Pollution Assessment


The original intent of this research was to provide an assessment of nonpoint


source pollution in the San Antonio-Nueces Coastal Basin, using GIS.  The method of


associating pollutant expected mean concentrations with land use and accumulating


pollutant loads along flow direction paths in the basin shows that, for subbasins where


few or no point sources are suspected, predicted pollutant concentrations match well


with average measured concentrations.  The results of the nonpoint source pollution


assessment for total phosphorus, total nitrogen, total cadmium, and fecal coliform are


included below.


Total Phosphorus


The aerial distribution of total phosphorus expected mean concentrations in


the San Antonio-Nueces basin is shown in Figure 4.14.  This map shows that most of


the total phosphorus contribution comes from the southern and western portions of


the basin, where agricultural land uses are prevalent.  The expected mean


concentration value for range land uses (from Table 3.6) is <0.01 mg/L, which


indicates that all or most of the concentrations observed during the establishment of


expected mean concentrations were below the reporting limit for total phosphorus


(Baird, et al.. 1996).  This entry is interpreted as 0 mg/L for assignment to the range


land use polygons.  Also, since no expected mean concentration values for forest land


uses exist in Table 3.6, the values for range land uses are assigned as approximations.


As a
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result of these two interpretations, a value of 0 mg/L is assigned to all of the range and


forest land use polygons, which occupy a significant portion of the north and central


portions of the basin.


The geographic differential between assigned expected mean concentration


values also reveals itself through the assessment of annual cumulative loads in the


basin, as seen in Figure 4.15.  As one might anticipate from the expected mean


concentration map, total loads to Copano Bay from stream networks in the southern


agricultural part of the basin (Aransas River, Chiltipin Creek, Taft drainage ditch) are


significantly greater than loads from the Mission River or Copano Creek.  When loads


from the three major streams in the southern basin are combined, the total annual


phosphorus load is estimated in excess of 138,000 kilograms, more than twice the


predicted load from the Mission subbasin.  Table 5.1 summarizes the predicted annual


loads to Copano Bay for each of the five major stream network outlet points.


Total phosphorus concentrations predicted for the stream networks of the San


Antonio-Nueces basin also indicate a heavier contribution of phosphorus from the


southern agricultural region, as seen in Figure 4.23.  Concentrations throughout the


length of Chiltipin Creek, which drains an almost exclusively agricultural area near


Sinton, TX, are predicted to be between 1.0 and 1.3 mg/L.  For the main stem of the


Aransas River, phosphorus concentrations expected from nonpoint sources fall in the


range between 0.5 and 1.0 mg/L, and a general dilution effect is expected as


tributaries of higher phosphorus concentration mix with the increased flows of the


larger stream.


Observed concentrations along the Aransas River are consistently higher than


the predicted values but, as is discussed in section 5.2, this is attributed to the


additional phosphorus contribution from point sources.  The average measured


concentrations at two locations along the Mission River (in the 0 - 0.2 mg/L range)


are actually lower than the predicted values (between 0.2 and 0.5 mg/L).  As most of


the upstream phosphorus contributing land uses in this subbasin are also agricultural,


this trend indicates that either (a) the expected mean concentration assigned to those


specific land use polygons is too high or (b) there is some loss of phosphorus that


occurs along the length of the Mission River, possibly as the result of sedimentation or


decay.
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Stream Outlet Total Total Total Fecal
Point Phosphorus Nitrogen Cadmium Coliform


(kg/yr) (kg/yr) (kg/yr) (trillion col./yr)


Copano Creek 9320 67,152 45.4 941
Mission River 60,594 369,122 173.5 1469
Aransas River 57,781 239,843 76.8 550
Chiltipin Creek 60,900 213,314 56.1 506
Taft Drainage 19,524 66,252 15.3 43


Aransas Subbasin 138,205 519,409 148.2 1099


Copano Bay 208,119 955,683 367 3509


Table 5.1 : Predicted Annual Pollutant Loads to Copano Bay


Total Nitrogen


Figure 5.1 shows the expected mean concentration values for total nitrogen


assigned to land use polygons in the San Antonio-Nueces basin.  As for phosphorus,


the highest nonpoint source derived concentrations of total nitrogen (4.4 mg/L) are


expected from agricultural land uses.  However, the contributions of total nitrogen


from range and forest land uses are not negligible (0.7 mg/L).


The average annual cumulative loads of total nitrogen are shown in Figure 5.2.


In contrast to the loadings of total phosphorus, the largest single cumulative load of


nitrogen in the basin is predicted at the outlet of the Mission River.  This is due to the


non-zero value of concentration associated with the range and forest land uses in the


drainage area and the larger runoff from the subbasin.  When the loads from the three


major streams in the southern basin are combined, however, the total annual


estimated nitrogen load exceeds 519,000 kilograms, which is 41% more than the load


estimated from the Mission River subbasin.


In general, annual nonpoint source nutrient loads in the San Antonio-Nueces


coastal basin are seen to be predominantly from the agricultural areas there.  Even at


the Mission River outlet, the predicted loads of phosphorus and nitrogen are strongly


influenced by agricultural land uses in that subbasin.  Table 5.1 includes the predicted
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annual nitrogen loads to Copano Bay for each of the five major stream network outlet


points.


Figure 5.3 shows the total nitrogen concentrations predicted for the stream


networks of the San Antonio-Nueces basin.  As for the phosphorus concentrations in


Figure 4.23, the highest concentrations of nitrogen are expected from the southern


agricultural region of the basin.  Concentrations along the main stem of the Aransas


River are predicted to be between 2.0 and 4.0 mg/L.  Observed concentrations along


the river are consistently higher than predicted values.  As with the phosphorus


concentrations, this is attributed to additional nitrogen loads from point sources along


the river.


The average measured nitrogen concentrations at two locations along the


Mission River (in the 0 - 1.0 mg/L range) are lower than the predicted values


(between 1.0 and 2.0 mg/L).  This trend was also observed for phosphorus, but no


load contributions from range and forest land uses exist for that nutrient.  The lower


observed nitrogen concentrations may be due to elevated expected mean


concentration values assigned to either the range, forest, or agriculture land uses in


the basin.  Alternatively, the fact that no loss of pollutant is included in the assessment


may account for the elevated predicted concentrations in this subbasin.


Total Cadmium


Table 3.6 includes expected mean concentration data for six heavy metal


pollutants.  Cadmium is chosen as a representative metal with which to perform the


nonpoint source pollution assessment.  Figure 5.4 shows the aerial distribution of total


cadmium expected mean concentrations in the San Antonio-Nueces coastal basin.


Expected mean metal concentrations are three orders of magnitude lower than for the


nutrients, and are measured in micrograms per liter (µg/L).  Unlike for the nutrient


concentrations, the highest levels of cadmium (2.0 µg/L) are expected from urban


industrial land uses, rather than agricultural land uses (1.0 µg/L).  Cadmium


concentrations from range and forest land uses are expected to be 0.5 µg/L.  Actual


metal contributions from urban industrial land uses are expected to vary with the


particular industries that occupy each specific land use area.  Closer review of Figure


5.4
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shows the largest patch of urban industrial land uses exists in the northern central part


of the basin.  These areas depict the boundaries of existing oil fields in the region.


Figure 5.5 shows the predicted annual cumulative cadmium loadings to stream


networks in the San Antonio-Nueces basin.  The largest cumulative cadmium load


(173.5 kg/yr) is expected at the outlet of the Mission River subbasin, which drains the


largest area in the coastal basin and includes part of the oil field land use area


discussed above.  The magnitudes of the cumulative loads are significantly smaller


than those for the nutrients, as a result of the smaller expected mean concentrations


assigned to the land use polygons.  Table 5.1 shows that, unlike for the nutrient loads,


total annual cumulative cadmium load from the Mission River subbasin exceeds the


sum of the loads from the three major streams in the Aransas River subbasin (148.2


kg/yr).  This corresponds to a lower relative level of cadmium contribution from


agricultural land uses.


A review of the predicted cadmium concentrations from Figure 5.6 shows that


concentrations in the San Antonio-Nueces coastal basin are almost universally


expected to be in the 0.5 - 1.0 µg/L range.  There are a few small tributaries in the


Copano and Mission subbasins where concentrations are expected to exceed 1.0


µg/L.  These are the tributaries draining the oil fields in the north central part of the


basin.  One small tributary to Chiltipin Creek that passes through an urban industrial


area also includes a reach where concentrations are expected to be higher than 1.0


µg/L.  Finally, there are some small reaches in the southern part of the basin that drain


agricultural land use regions, only.  Concentrations along these reaches are expected


to be exactly 1.0 µg/L, but are identified as being in the 1.0 - 2.0 µg/L range.  Due to


the rounding associated with the division of cumulative load by the integer values of


cumulative runoff, the calculated values for predicted cadmium concentration are


slightly higher than the expected 1.0 µg/L.


Figure 5.6 also includes four measurement locations where values for


observed cadmium concentrations were recorded.  A review of the TNRCC Surface


Water Quality Monitoring (SWQM) data for these locations shows only one location


(Mission River) where more than a single measurement exists.  A comparison of the


TNRCC recorded concentrations for other heavy metal pollutants with the


measurements for cadmium shows that the exact same values are recorded for all


heavy metal measurements at each location.  This fact leads to the conclusion that the
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TNRCC SWQM data for heavy metals is questionable and more data are needed to


judge the accuracy of the nonpoint source pollution assessment.


Fecal Coliform


Fecal coliform bacteria are present in the feces of warm blooded animals and


are indicators of bacteriological water quality.  Concentrations of fecal coliform are


measured in number of bacteria colonies per 100 milliliter sample.  The fecal coliform


expected mean concentration data from Table 3.6 only includes values for urban land


uses and range/forest land uses.  The urban land use concentrations are established


from concentrations measured as part of the Dallas-Ft. Worth National Pollutant


Discharge Elimination System (NPDES) study and the range land expected mean


concentrations are established from measured concentrations at the USGS stream


gauge #08201500 on Seco Creek near Utopia, TX (Baird, et al., 1996).  No expected


mean concentration value for agricultural lands is provided in Table 3.6.  Preliminary


copies of this table actually included agricultural expected mean concentration values


in the range of 20,000 - 30,000 colonies per 100 milliliters but, ultimately, the


variability observed in the unpublished editions of the table persuaded the authors to


exclude any official value for agricultural lands.  In accordance with this lack of


actual published data, no fecal coliform concentration is assumed from agricultural


land uses.


Figure 5.7 shows the aerial distribution of the available expected mean


concentration data in the San Antonio-Nueces coastal basin.  As is the case with


Table 3.6, the most significant concentration values are associated with urban land


uses in the basin.  A value of 200 colonies per 100 milliliters is assigned to the range


and forest land use regions in the basin.


Average annual fecal coliform loads in the San Antonio-Nueces coastal basin


are calculated using the procedure outlined in section 4.5.  However, due to the


uncommon units of the fecal coliform expected mean concentrations and the


magnitude of the cumulative loads, the cumulative load equation for this calculation is


modified to


L  = Q (mm/yr) * EMC (colonies/100 mL) * A (10,000 m
2
/cell) * 10


-9
 trillion mL-m/mm-m


3,  (5-1)
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where load (L) is determined in units of trillion colonies per year.  Figure 5.8 shows


the average annual cumulative loadings in the San Antonio-Nueces coastal basin.


Due to the zero value of expected mean concentration assigned to the agricultural


land use areas, streams that exclusively drain agricultural regions accumulate no loads


and, hence, are absent from this figure.


The largest predicted cumulative load in the San Antonio-Nueces basin occurs


at the outlet of the Mission River subbasin and is almost 1.47 x 1015 colonies per year.


As can be seen from Table 5.1, this value exceeds the sum of the loads from the three


major streams of the Aransas River subbasin (1.1 x 1015 colonies per year) and the


fecal coliform average annual load from Copano Creek (941 x 1012 colonies).


Figure 5.9 shows predicted fecal coliform concentrations in the San Antonio-


Nueces coastal basin stream network.  These values range up to almost 9000 colonies/


100 milliliter sample.  The largest concentrations occur immediately downstream of


the locations of various urban land uses in the basin.  Average observed fecal coliform


concentrations throughout the basin are consistently lower than the predicted values,


although, for most of the sampling locations, only one measurement specifies the


average observed value.  The trend of predicted concentration values exceeding


average measured values indicates that the fecal coliform expected mean


concentration values assigned to urban land uses are probably too high.  Given the


magnitudes of these expected mean concentration values and the large degree of


variability between measurements, the nonpoint source pollution assessment for this


constituent (and fecal streptococci) needs further investigation and data collection to


be reliable.


5.2 Assessment of Basin Pollution Including Point Sources


Section 4.6 describes a method of estimating point source loads by considering


the difference between calculated nonpoint source pollution concentration levels and


observed concentration levels at a specific location, and then accounting for that


difference with a single point load at the location.  This method is employed for both


total phosphorus and total nitrogen, since nutrients are of particular interest to the


TNRCC.  Also, since there are significant numbers of  TNRCC Surface Water Quality


Monitoring data measurements for phosphorus and nitrogen, the average of the
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observed concentrations for these pollutants is considered more representative of


actual conditions within the stream networks.  Hence, comparison of predicted and


average observed concentrations is considered more significant for these constituents.


Total Phosphorus


As discussed in section 4.6, the phosphorus point load established by this


method, estimated at the furthest upstream location where a significant concentration


discrepancy exists, is approximately 100% higher than an equivalent load estimated


using the methods of Thomann and Mueller (1987) and approximately 69% higher


than a load estimated using the current average daily flow reported by the Beeville


wastewater treatment plant (Barrera, 1996).


The discrepancy between the point load estimation and these other methods of


calculating point loads could be explained by the existence of additional point sources


in close proximity to or somewhere upstream from the location of the Beeville


wastewater treatment plant.  Alternatively, the effluent phosphorus concentration


from the plant may have been higher than Thomann and Mueller’s typical estimate of


seven mg/L during the period when phosphorus measurements were recorded at the


location.  Regardless of whether this method accurately represents the phosphorus


point load from the Beeville wastewater treatment plant, the method does illustrate a


method of  simulating a conservative point load and applying the corresponding


increase in mass load to all downstream locations.


Figure 4.25 (a-c) shows the modified in-stream phosphorus concentrations


compared with the average observed phosphorus concentrations at measurement


locations along the Aransas River.  As a result of the point source addition at Beeville,


the dilution effect of the higher concentration tributaries mixing with the larger flows


of the Aransas main stem is more pronounced.  Also, while the chosen predicted and


observed concentration ranges still do not match up exactly at all downstream


locations, the differential at each location is made smaller and, in fact, predicted


concentration ranges do match the observed ranges in the lower reaches of the


Aransas River (Figure 4.25c).
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Total Nitrogen


For total nitrogen, a nonpoint source pollution concentration grid, nitconc, is


created as per the procedure outlined in section 4.5.  The predicted nonpoint source


nitrogen concentration at the point where the Beeville wastewater treatment plant


effluent is estimated (from the total phosphorus analysis) is queried, using the


Gridpaint and Cellvalue commands, as in section 4.6.


Grid:  gridpaint nitconc value linear nowrap gray
Grid:  polygonshades nitpts 2
Grid:  cellvalue nitconc *


The cell containing point (1223830.414,693729.621) has value 2.434


Noting that the average observed total nitrogen concentration at the point


source location is 15.51 mg/L, the amount of this concentration attributed to the point


source effluent is calculated as 15.51 mg/L - 2.434 mg/L  =  13.076 mg/L.  By


multiplying this value by the cumulative runoff at the point source established from


the total phosphorus analysis in section 4.6, the total annual estimated cumulative


nitrogen point load is determined as


13.076 mg/L  *  5,467,914 m
3
/yr  *  1000 L/m


3
  *  10


-6
 kg/mg  =  71,498 kg/yr.       (5-2)


Thomann and Mueller’s estimate for a typical mean value of total nitrogen


concentration in the effluent of a conventional secondary treatment facility is 18


mg/L (Thomann and Mueller, 1987).  Using this value, along with the other


parameters from equation 4-13, an alternative value for total nitrogen load is


estimated as


125 gcd * 13547 pop. * 365 d/yr * 3.785 L/gal * 18 mg/L * 10
-6


 kg/mg  =  42,110 kg/yr.    (5-3)


Finally, using the average daily flow from the Beeville wastewater treatment


plant to replace the population-derived flow, a third estimate of annual total nitrogen


load is calculated as


2,000,000 gal/d * 365 d/yr * 3.785 L/gal * 18 mg/L * 10
-6


 kg/mg  =  49,735 kg/yr.      (5-4)
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The total nitrogen point load calculated in equation 5-2, estimated by


accounting for the complete difference in predicted nonpoint source concentration


and average observed concentration with a single point source, exceeds the value


estimated using Thomann and Mueller’s method by approximately 70%.


Alternatively, the load of equation 5-2 is only 44% greater than a load calculated


using the current average daily flow at the Beeville wastewater treatment plant.


As for the estimate of annual total phosphorus point load, the fact that the


estimate from equation 5-2 is within the same order of magnitude as the other


estimates is encouraging, but also indicates that there may be additional point sources


in close proximity to the location of the Beeville wastewater treatment plant.


Alternatively, if the effluent nitrogen concentration from the plant was as high as 26


mg/L during the period when nitrogen measurements were recorded at the location,


instead of Thomann and Mueller’s typical estimate of 18 mg/L, then the difference


between predicted and observed total nitrogen concentrations would be explained by


the single point source.


Figure 5.10 (a-c) shows the in-stream predicted total nitrogen concentrations,


determined with the point source at Beeville included and compared with the average


observed total nitrogen concentrations at measurement locations along the Aransas


River.  As for the similar total phosphorus comparison in Figure 4.25 (a-c), the


predicted and observed concentration ranges do not match exactly throughout the


length of the river, but do agree quite well, particularly in the reaches immediately


downstream of the suspected point source at Beeville.  In the lower reaches of the


Aransas River, where the defined concentration ranges are smaller, predicted


concentrations typically fall within 1-2 mg/L of the average observed concentrations.


5.3 Expected Mean Concentration Values from the Optimization Routine


Table 4.7 shows the results from the Microsoft Excel Solver optimization


program runs.  As identified is section 4.7, the original intent of using this routine was


to establish a method of estimating pollutant expected mean concentration values


rather than having to rely on literature-based values.  However, since there are only


four useable Surface Water Quality Measurement stations with a significant number


of
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measurements (more than 15) for total phosphorus concentration, only four


concentration balance equations are established for those sampling locations.  The


fact that there are 12 different land uses in the four subbasins draining to these


sampling locations necessitates that 12 expected mean concentration variables are


included in the four concentration balance equations.


With only four equations and 12 variables, additional constraints on the


variables are required to limit the number of possible solutions.  By constraining the


water and wetland expected mean concentrations to a value of zero and by making


the values of other urban and mixed urban expected mean concentrations dependent


on the residential, commercial, industrial and transportation expected mean


concentration values, the number of variables in the four equations is effectively


reduced to eight.  However, four equations with eight variables can still be solved


with an infinite number of solutions.  The initial values entered for each expected


mean concentration value have a definite impact on the final values established by the


optimization routine.  Hence, for these runs, the optimization routine does not provide


an independent method of determining expected mean concentration values.  Rather,


it provides a method of adjusting initial values until a more optimum solution is


established.


The two methods used to establish optimum expected mean concentration


values for the subbasin land uses are (1) minimization of the sum of the absolute


values of each concentration balance and (2) minimization of the maximum


concentration balance absolute value.  With only four equations and eight effective


variables, the concentration balance equations do not converge to zero for either


method.


Using the first optimization method, the routine converges to a solution that


includes a negative concentration balance of 0.184 mg/L at the Mission River station.


This negative value of concentration balance represents an overestimation of the


predicted concentration at that location.  The same method underestimates the


predicted concentration at the Aransas station by 0.117 mg/L.  An additional


observation with the use of this optimization method is that, for urban industrial,


urban transportation, range, and barren land uses, the final optimized expected mean


concentrations are equal to the +/- 50% constraint value imposed on each variable.


This indicates that the optimization routine stops because it reaches the constraint


values and doesn’t necessarily find the most optimum solution.
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Minimization of the maximum concentration balance absolute value converges


to a solution that overestimates the predicted concentration at the Mission River


station by only 0.165 mg/L, but also underestimates the predicted concentration at the


Aransas River station by 0.165 mg/L.  Interestingly, no constraint value is reached


when using this optimization method.  In fact, only the optimized expected mean


concentration value for forest land is more than 7% greater than the initial value


entered from Table 3.6.  Since this optimization method produces adjusted results that


are closer to the empirically established expected mean concentration values of Table


3.6, and since the optimization converges to a solution without reaching any of the


constraint values, this method is preferred to the minimization of the concentration


balance sum as the means to adjust expected mean concentration values.


For future investigations, this optimization method may be used to


independently establish land use-based expected mean concentration values by


including additional measurement locations in or near the basin of interest.  For this


study, no additional measurement locations with more than six total phosphorus


concentration measurements exist in the basin.  However, by including additional


measurement locations in close proximity to the basin, more concentration balance


equations could be added to the optimization without adding more expected mean


concentration variables.  By simultaneously solving a number of concentration


balance equations with the same number of expected mean concentration variables,


an unique solution should  be achievable.
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6 CONCLUSIONS AND LIMITATIONS


The GIS nonpoint source pollution assessment method discussed in the


preceding chapters has been shown to present a viable technique of characterizing the


nonpoint source contributions to pollution within a watershed or geographic region.


Advantages of the method are outlined below:


• By virtue of the fact that values for predicted and observed concentrations are


comparable, the GIS nonpoint source assessment method is seen to provide relatively


accurate estimates of pollutant loads and concentrations throughout the stream


network of a hydrologic unit.  Particularly along smaller streams, where few or no


point sources exist (e.g. Copano Creek), concentrations predicted via the assessment


method match quite well with average observed concentration values.


• The method also provides an efficient way to identify specific locations or


regions where elevated levels of pollutant concentrations may be expected.  In


particular, this study has shown that the Aransas River watershed, with a large


percentage of its area occupied by agricultural lands, includes locations where


elevated nutrient levels are expected.  More sampling is warranted in this subbasin,


particularly downstream from Beeville, where the partitioning between nonpoint and


point source nutrient loading is still unclear.


• Use of the GIS nonpoint source pollution assessment method also has some


logistical advantages that allow for adaptation to other study areas.  This method


makes use of all recorded streamflow and pollutant concentration data available in the


basin and synthesizes the data in a consistent and logical way across the basin.  Most


of the data sources used for this study are publicly available in a digital format and the


data pertinent to the study area are easily extractable from each database.


• Also, the procedures used for this method employ standard Arc/Info and


ArcView GIS commands and routines and the necessity for external programming


scripts is limited to data reformatting routines.


• By including estimated point source loads as per the simulation method


described in sections 4.6 and 5.2, predicted concentration levels in larger streams,


where point sources are known to exist, are more closely correlated with average


observed concentrations.  The practice of accounting for the full difference between
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predicted and observed pollutant concentrations with a single point load, however, is


not expected to represent actual conditions in a watershed the size of the San


Antonio-Nueces coastal basin.  Optimally, point loads should be accounted for with


values of reported annual loads or permitted average concentrations for all of the


permitted point source effluents within the basin.


• The use of the optimization routine, intended for explicit determination of


land use-based expected mean concentration values, became a method of adjusting


the literature-based expected mean concentrations, due to the lack of sufficient


Surface Water Quality Monitoring stations with significant numbers of pollutant


measurements in the basin.  For future nonpoint source pollution assessments, an


equal number of  concentration balance equations and land use expected mean


concentration variables are recommended, along with a fully documented set of point


source loads.


While the advantages of the GIS nonpoint source pollution assessment method


described in this report are plainly evident, there are also a number of limitations with


this application of the method that should be addressed for future assessments:


• Since the assessment is performed for average annual conditions, results are


given for mean annual flow and average annual cumulative load.  These steady state


results do not consider variations within years or from year to year.  Figure 4.9 shows


that recorded streamflows are highly correlated in space throughout the basin.  One


way to model temporal variations in flow would be to use the Mission River gauge as


an index defining temporal flow variations throughout the basin and use the method


illustrated through equation 4-2 to infer temporal flows at other locations in the basin.


This would provide approximate flow profiles for other locations and would facilitate


the performance of event-based nonpoint source analyses.


• The literature-based expected mean concentrations assume constant values


associated with each land use and are not considered to vary from event to event or


between different land use subcategories.  This assumption might be relaxed by


considering constituent event mean concentrations (Huber, 1993) instead of expected


mean concentrations.  By considering a series of runoff events and the measured


pollutant event mean concentrations associated with each event, a distribution of


event mean concentrations can be established and a representative concentration can
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be determined and applied to all cells upstream of the particular measurement


location.  These values could then be used in an event-based nonpoint source


pollution assessment.


• Transport of pollutants is considered to be conservative throughout this study,


i.e. no loss or decay of pollutants is considered.  In the future, this limitation may be


addressed through use of a water quality simulation model, such as the EUTRO5


module of WASP5, which includes a kinetics option for the modeling of nutrient


concentrations.


• For comparison purposes, representative observed pollutant concentrations are


established by averaging all observed pollutant concentrations at a particular sampling


location.  This averaging is done without consideration of flow conditions at the time


each measurement.  A more detailed study might classify the observed concentrations


according to whether the corresponding streamflow is high, intermediate, or low.  In


this way, more appropriate values for average observed pollutant concentration can


be established for an event-based assessment.  Additionally, consideration and


exclusion of outlying data points might be included as a method to refine the observed


pollutant concentration values.


• The rainfall/runoff relationship established in section 4.2 is determined from


 the streamflow data of just five gauges.  The runoff grid shown in Figure 4.12


represents an extrapolation across the basin of the best linear fit for the five data


points.  As a result, the rainfall/runoff relationship, while applied to the whole


basin, is only valid for the precipitation range between 783 and 924 mm/yr.  Actual


precipitation in the San Antonio-Nueces coastal basin ranges from 739 to 985 mm/yr.


By including additional USGS streamflow gauges in watersheds immediately adjacent


to the San Antonio-Nueces basin, a rainfall/runoff relationship can be established for


a wider range of precipitation values.  By ensuring that two of the additional gauges


drain areas receiving less than 739 mm/yr and more than 985 mm/yr of rain,


respectively, a rainfall/runoff relationship that is valid for the complete basin can be


established.  This would also resolve the issue of having to redefine the runoff for


cells receiving less than 759 mm of rain per year with values of zero.


The GIS nonpoint source pollution assessment method is a useable, reliable,


and repeatable means of establishing nonpoint source pollution estimates in a
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watershed or geographic region.  Consideration of the above limitations for future


applications of the method will provide for a more comprehensive analysis.  In time,


an equivalent vector-based procedure may be developed completely within the


Avenue object-oriented programming environment of ArcView so that a stand-alone


model may allow for even wider use of the method.
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Appendix A :   Data Dictionary
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Data Feature Class Attribute Value Description Page #


allyn1 15-minute Allyns' Bight Digital Line Arc none (37)
Graph map #1 w/ meridians and parallels
removed.  UTM projection.


allynf01 Original Arc/Info coverage converted from Arc none (37)
15-minute Allyns' Bight Digital Line Graph
map #1.  UTM projection.


aranarea Grid of subwatershed delineated from the Grid none integer 63,291 cells 70
Aransas River USGS gauge (drainpt1)
using the clipfdr flow direction grid.


arancov Equivalent polygon coverage of the Polygon none 70
aranarea grid.  Created using gridpoly


aranlu Land Use coverage specific to the Polygon lusecat same as lusecat for sanlu coverage. 126
subwatershed delineated from the
Aransas River TNRCC SWQM gauge.
Created by clipping the sanlu coverage
with the araptcov coverage.


aranpt Single cell grid identifying the location of Grid none 126
the TNRCC SWQM station # 12948 on the
Aransas River.  All other cells have values
of NODATA.


aranrain Precipitation grid specific to the Grid Precip- varies Precipitation values in each grid-cell 81
subwatershed delineated from the depth are in units of millimeters/year.
Aransas River USGS gauge. 761 - 860 mm/year.


*  All arc, polygon, and point coverages and all grids are projected in TSMS-Albers coordinates unless otherwise


      specified.


**   The Page # field lists the location within the document where the data layer is first referenced.  Page #'s in


      parentheses ( ) indicate that the data are not explicitly called out on the page, but that the process described on


      the page has been performed in the creation of the data layer.
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Data Feature Class Attribute Value Description Page #


araptcov Equivalent polygon coverage of the Polygon none 126
arptarea grid.  Created using the gridpoly
command.


arlugrid Equivalent 100-meter cellsize grid of the Grid land use varies between the lusecat 12 values specifed 126
aranlu coverage.  Created using polygrid for the sanluse coverage.
with the lusecat attribute specified for grid-
cell values.


arptarea Grid of subwatershed delineated from the Grid none 126
Aransas River TNRCC SWQM station
(aranpt) using the clipfdr flow direction grid.


arrunoff Grid of cumulative runoff from each land Grid runoff varies Cumulative runoff values in each grid- 126
use specified in the arlugrid grid.  Created volume cell are in units of cubic meters / year.
using the zonalsum command, summing 6730 - 41,141,650 cub. meters/yr.
values from the runoff grid based on
zonal regions specified in arlugrid.


attrib.dat Arc/Info file of expected mean INFO lusecat same as lusecat for sanluse coverage 93
concentration data.  Created from the tn 0 - 4.4 (mg/L) total nitrogen emc
emc3a.dat text file. Used to assign EMC tkn 0 - 1.7 (mg/L) total kjeldahl nitrogen emc
attributes to the land use coverage, sanlu. nn 0 - 1.6 (mg/L) nitrate + nitrite emc


tp 0 - 1.3 (mg/L) total phosphorus emc
dp 0 - 0.48 (mg/L) dissolved phosphorus emc
ss 0 - 107 (mg/L) total suspended solids emc
ds 0 - 1225 (mg/L) total dissolved solids emc
pb 0 - 15 (ug/L) total lead emc
cu 0 - 15 (ug/L) total copper emc
zn 0 - 245 (ug/L) total zinc emc
cd 0 - 1.05 (ug/L) total cadmium emc
cr 0 - 10 (ug/L) total chromium emc
ni 0 - 11.8 (ug/L) total nickel emc


bod 0 - 25.5 (mg/L) biological oxygen demand emc
cod 0 - 116 (mg/L) chemical oxygen demand emc
o&g 0 - 9 (mg/L) oil & grease emc
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Data Feature Class Attribute Value Description Page #


fcol 0 - 53,000 (col/100 mL) fecal coliform emc
fstr 0 - 56,000 (col/100 mL) fecal streptococci emc


attribut.dat Arc/Info table, built from a text file, INFO stations- integer 1-5 48
including USGS gauge station-id number id
and name.  Used to add attributes to the stat-num 08189200 USGS stream gauge station
stations coverage. 08189300 identification number.


08189500
08189700
08189800


stat-nam Copano Stream or Creek that gauge is located
Medio on.


Mission
Aransas
Chiltipin


balugrid Equivalent 100-meter cellsize grid of the Grid land use varies between the lusecat 12 values specifed (126)
bayptlu coverage.  Created using polygrid for the sanluse coverage.
with the lusecat attribute specified for grid-
cell values.


barriers Polygon coverage of the barrier islands Polygon none 67
included in the final digital line graph
hydrography coverage.  Converted from
ArcView shapefile and sanpolys coverage.


barunoff Grid of cumulative runoff from each land Grid runoff varies Cumulative runoff values in each grid- (126)
use specified in the balugrid grid.  Created volume cell are in units of cubic meters / year.
using the zonalsum command, summing 35,530 - 106,393,580 cub. meters/yr.
values from the runoff grid based on
zonal regions specified in balugrid.


basin Appended coverage of the covsheds, Polygon none 76
covtrim, baybuff, and barriers coverages.


bayarea Grid of subwatershed delineated from the Grid none (126)
Copano Bay SWQM station # 12945
(baypt) using the clipfdr flow direction grid.
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Data Feature Class Attribute Value Description Page #


baybuff One cell (100 meter) buffer around the Polygon inside 0 outside of buffer boundary 67
bays coverage.  Used to eliminate 1 insider buffer boundary
shorelines from the final stream
hydrography coverage.


baycov Combined (unioned) polygon coverage of Polygon none 67
the sqcov and baybuff coverage.  Used to
trim out subsequent coverages local to
the bay network.


bayfil A redefined version of the ditfil DEM with Grid elevation varies elevation values in each grid-cell are 69
zero values for elevation replacing the in units of meters above sea level.
NODATA values occuring in the bay
network.  Required to avoid errors in
subsequent flow direction computations.


baygrid Equivalent 100 meter cell size grid of the Grid none 67
baycov coverage.  Used to isolate other
grid features specific to the bay network.


baypt Single cell grid identifying the location of Grid none (126)
the TNRCC SWQM station # 12945 in the
Copano Bay.  All other cells have values
of NODATA.


bayptcov Equivalent polygon coverage of the Polygon none (126)
bayarea grid.  Created using the gridpoly
command.


bayptlu Land Use coverage specific to the Polygon lusecat same as lusecat for sanlu coverage. (126)
subwatershed delineated from the
Copano Bay SWQM gauge # 12945.
Created by clipping the sanlu coverage
with the bayptcov coverage.


bays Polygon coverage of the ICWW bay network Polygon none 67
included in the final digital line graph
hydrography coverage.  Converted from
ArcView shapefile and sanpolys coverage.
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Data Feature Class Attribute Value Description Page #


bcdem Merged grid of the the 4 Beeville and Grid elevation varies elevation values in each grid-cell are 41
Corpus Christi Digital Elevation Model in units of meters above sea level.
mapsheets.  Geographic coordinates


bcdemalb Reprojected version of the merged Digital Grid elevation varies elevation values in each grid-cell are 41
Elevation Model . in units of meters above sea level.


bee1 15-minute Beeville Digital Line Arc none 37
Graph map #1 w/ meridians and parallels
removed.  UTM projection.


bee2 15-minute Beeville Digital Line Arc none (37)
Graph map #2 w/ meridians and parallels
removed.  UTM projection.


bee3 15-minute Beeville Digital Line Arc none (37)
Graph map #3 w/ meridians and parallels
removed.  UTM projection.


bee4 15-minute Beeville Digital Line Arc none (37)
Graph map #4 w/ meridians and parallels
removed.  UTM projection.


bee5 15-minute Beeville Digital Line Arc none (37)
Graph map #5 w/ meridians and parallels
removed.  UTM projection.


bee6 15-minute Beeville Digital Line Arc none (37)
Graph map #6 w/ meridians and parallels
removed.  UTM projection.


bee7 15-minute Beeville Digital Line Arc none (37)
Graph map #7 w/ meridians and parallels
removed.  UTM projection.


bee8 15-minute Beeville Digital Line Arc none (37)
Graph map #8 w/ meridians and parallels
removed.  UTM projection.


beedeme Initial grid created from Beeville East 3" Grid elevation varies elevation values in each grid-cell are 41
Digital Elevation Model mapsheet. in units of meters above sea level.
Projected in Geographic coordinates.
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Data Feature Class Attribute Value Description Page #


beedemw Initial grid created from Beeville West 3" Grid elevation varies elevation values in each grid-cell are 41
Digital Elevation Model mapsheet. in units of meters above sea level.
Projected in Geographic coordinates.


beef01 Original Arc/Info coverage converted from Arc none 37
15-minute Beeville Digital Line Graph
map #1.  UTM projection.


beef02 Original Arc/Info coverage converted from Arc none (37)
15-minute Beeville Digital Line Graph.
map #2.  UTM projection.


beef03 Original Arc/Info coverage converted from Arc none (37)
15-minute Beeville Digital Line Graph.
map #3.  UTM projection.


beef04 Original Arc/Info coverage converted from Arc none (37)
15-minute Beeville Digital Line Graph.
map #4.  UTM projection.


beef05 Original Arc/Info coverage converted from Arc none (37)
15-minute Beeville Digital Line Graph.
map #5.  UTM projection.


beef06 Original Arc/Info coverage converted from Arc none (37)
15-minute Beeville Digital Line Graph.
map #6.  UTM projection.


beef07 Original Arc/Info coverage converted from Arc none (37)
15-minute Beeville Digital Line Graph.
map #7.  UTM projection.


beef08 Original Arc/Info coverage converted from Arc none (37)
15-minute Beeville Digital Line Graph.
map #8.  UTM projection.


beeload Point source phosphorus load grid for the Grid Load 32,694 Annual Point source phosphorus load 120
Beeville point source identified in the at the Beeville location in units of
beepoint grid.  All other cells have values kg/year.
of zero.
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Data Feature Class Attribute Value Description Page #


beelu Cleaned version of the original Beeville Polygon none 44
land use coverage.  Standard Albers
projection.


beenit Point source nitrogen load grid for the Grid Load 71,498 Annual Point source nitrogen load (120)
Beeville point source identified in the at the Beeville location in units of
beepoint grid.  All other cells have values kg/year.
of zero.


beepoint Single cell grid identifying the presumed Grid none 120
location of a Beeville point source along
the Aransas River.  All other cells have
values of NODATA.


beernof Cell-based phosphorus loading grid Grid Load varies Cell-based load values in each grid 121
created by adding the nonpoint source cell are in units of mg-mm/L-year.
loading grid (phosrnof) and the Beeville 0 - 3,269,400 mg-mm/L-yr.
point source loading grid (beeload).


bord Border of the digitally delineated San Arc none 79
Antonio-Nueces Basin, created from an
ArcView shapefile by selecting only those
sanbasin polygons corresponding to the
basin, i.e. exluding the trimshed polygons.


border Cleaned version of the bord coverage. Polygon none 79
bordgrid Equivalent 100 meter cellsize grid of the Grid none 81


sanbord coverage.  Created using polygrid.
cadconc Grid of predicted cadmium concentrations Grid Concen- varies Concentration values in each grid-cell (102)


due to nonpoint sources.  Created by tration are in units of micrograms/Liter.
dividing the cumulative cadmium load grid 0 - 2.0 ug/L
(cadload) by the annual cumulative runoff
grid (runoffac).


cadgrid Initial 100-meter cellsize grid of total Grid Cd EMC 0 Barren/Water/Wetland EMC (95)
cadmium EMC values.  Created  by (ug/L) 0.75 Urban Residential EMC
converting the sanlu coverage (with the cd 0.96 Urban Commercial EMC
attribute specified) to a grid using polygrid. 2 Urban Industrial EMC
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0.5 Urban Transportation EMC
1.05 Mixed/Other Urban EMC


1 Agriculture EMC
0.5 Range/Forest Land EMC


cadld Cummulative annual cadmium load grid Grid Load varies Cumulative load values in each grid (96)
created by performing a weighted flow cell are in units of g/year.
accumulation on the mainfdr grid, using the 0 - 173,535.844 g/yr
cadrunof grid as the weight grid.


cadline Equivalent line coverage of the cadload Arc grid-code varies Cumulative load values along each (97)
grid.  In-stream loads isolated through stream are in units of grams per year.
selection of a load threshold value = 1000 1000 - 173,535 g/yr
grams.  Grid-code integer load values
retained in the line coverage through use
of the streamline command.


cadload Equivalent integer grid of the cadld grid. Grid Load varies Cumulative load values in each grid (97)
cell are in units of grams/year.
0 - 173,535 g/yr


cadpts Polygon coverage of circles associated Polygon Radius varies in increments of 400 between 0 and (113)
with each total cadmium TNRCC 800 meters.
SWQM location.  Radius of each circle is
defined as a function of the square root of
the number of cd measurements at the
location.  Created using the generate
command with the cadrad.dat data file.


cadrad.dat Arc/Info data file created from the sanwq INFO sanwq-id varies 5-digit water quality station number (113)
point attribute table by defining a sanwq X-coord varies TSMS Albers x-coordinate of station
Radius field as a function of the cd_cnt Y-coord varies TSMS Albers y-coordinate of station
field, and then using the ArcView File Radius varies in increments of 400 between 0 and
Export feature to create a text-delimited 800 meters.
data file.







168


Data Feature Class Attribute Value Description Page #


cadrunof Cell-based total cadmium loading grid Grid Load varies Cell-based load values in each grid (95)
created by taking the product of the runoff cell are in units of ug-mm/L-year.
and cadgrid grids. 0 - 392.97 ug-mm/L-yr.


cc2 15-minute Corpus Christi Digital Line Arc none (37)
Graph map #2 w/ meridians and parallels
removed.  UTM projection.


cc3 15-minute Corpus Christi Digital Line Arc none (37)
Graph map #3 w/ meridians and parallels
removed.  UTM projection.


cc4 15-minute Corpus Christi Digital Line Arc none (37)
Graph map #4 w/ meridians and parallels
removed.  UTM projection.


ccf02 Original Arc/Info coverage converted from Arc none (37)
15-minute Corpus Christi Digital Line
Graph map #2.  UTM projection.


ccf03 Original Arc/Info coverage converted from Arc none (37)
15-minute Corpus Christi Digital Line
Graph map #3.  UTM projection.


ccf04 Original Arc/Info coverage converted from Arc none (37)
15-minute Corpus Christi Digital Line
Graph map #4.  UTM projection.


cclu Cleaned version of the original Corpus Polygon none (44)
Christi land use coverage.  Standard
Albers projection.


cd.dat Arc/Info data file of total cadmium INFO station-id varies 5-digit water quality station number (104)
water quality measurements.  Created from count varies between 0 - 4 (# of measurements)
cd.dbf using the dbaseinfo command. ave-value varies between 1 - 5 ug/L


cd.dbf Database file of total cadmium DBF station-id varies 5-digit water quality station number (104)
water quality measurements.  Created count varies between 0 - 4 (# of measurements)
from the TNRCC SWQM database using ave-value varies between 1 - 5 ug/L
ArcView Summary Statistics tools.
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cdcon Final nonpoint cadmium concentration Arc grid-code varies Concentration values along each (102)
coverage.  Created by clipping the cdline stream are in units of ug/L x 1000.
arc coverage with the mainland template. 0 - 1770


cdconstr Grid of predicted nonpoint cadmium Grid Concen- varies Concentration values in each grid-cell (102)
concentrations occuring in the stream tration are in units of micrograms/Liter.
network of the basin.  Created using the 0 - 1.77 ug/L
Con statement with the introfac and
cadconc grids.


cdline Equivalent line coverage of the cdconstr Arc grid-code varies Concentration values along each (102)
grid.  Concentrations multiplied by 1000 to stream are in units of ug/L x 1000.
retain significant figures.  Grid-code integer 0 - 1770
concentration values retained in the line
coverage through use of the streamline
command.


cdload Final total cadmium cumulative load Arc grid-code varies Cumulative load values along each (97)
coverage.  Created by clipping the cadline stream are in units of grams per year.
arc coverage with the mainland template. 1000 - 173,535 g/yr


cdpts Cleaned version of the cadpts coverage. Polygon Radius varies in increments of 400 between 0 and (113)
Joined with data from the cd.dat data file. 800 meters.


station-id varies 5-digit water quality station number
count varies between 0 - 4 (# of measurements)


ave-value varies between 0 - 5 ug/L
chilarea Grid of subwatershed delineated from the Grid none integer 32,233 cells (70)


Chiltipin Creek USGS gauge (drainpt5)
using the clipfdr flow direction grid.


chilcov Equivalent polygon coverage of the Polygon none (70)
chilarea grid.  Created using the gridpoly
command.


chilrain Precipitation grid specific to the Grid Precip- varies Precipitation values in each grid-cell (81)
subwatershed delineated from the depth are in units of millimeters/year.
Chiltipin Creek USGS gauge. 811 - 877 mm/year.
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clipfdr Flow direction grid with ditfdr values Grid direction same as for the sanfdr grid. 69
assigned to mainland cells and NODATA
values assigned to bays and islands.


colugrid Equivalent 100-meter cellsize grid of the Grid land use varies between the lusecat 12 values specifed (126)
copalu coverage.  Created using polygrid for the sanluse coverage.
with the lusecat attribute specified for grid-
cell values.


copacov Equivalent polygon coverage of the Polygon none (70)
coparea grid.  Created using the gridpoly
command.


copalu Land Use coverage specific to the Polygon lusecat same as lusecat for sanlu coverage. (126)
subwatershed delineated from the
Copano Creek SWQM gauge # 13660
(USGS flow gauge). Created by clipping the
sanlu coverage with copacov.


coparain Precipitation grid specific to the Grid Precip- varies Precipitation values in each grid-cell (81)
subwatershed delineated from the depth are in units of millimeters/year.
Copano Creek USGS gauge. 893 - 938 mm/year.


coparea Grid of subwatershed delineated from the Grid none integer 20,782 cells (70)
Copano Creek USGS gauge (drainpt3)
using the clipfdr flow direction grid.


corpdeme Initial grid created from Corpus Christi Grid elevation varies elevation values in each grid-cell are 41
East 3" Digital Elevation Model mapsheet. in units of meters above sea level.
Projected in Geographic coordinates.


corpdemw Initial grid created from Corpus Christi Grid elevation varies elevation values in each grid-cell are 41
West 3" Digital Elevation Model mapsheet. in units of meters above sea level.
Projected in Geographic coordinates.


corunoff Grid of cumulative runoff from each land Grid runoff varies Cumulative runoff values in each grid- (126)
use specified in the colugrid grid.  Created volume cell are in units of cubic meters / year.
using the zonalsum command, summing 196,200 - 21,440,430 cub. meters/yr.
values from the runoff grid based on
zonal regions specified in colugrid.
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covsheds Cleaned version of the subsheds Polygon none 76
coverage.


covstr Equivalent line coverage of the str1 grid. Arc none 63
Created using the Gridline command.


covstr1 Equivalent line coverage of the ditstr1 grid. Arc none 70
Created using the Gridline command.


covtrim Cleaned version of the trimshed coverage. Polygon none 76
ditacc8 Grid of accumulation zones in the region. Grid zone # same as for the ditlnk8 grid 75


Created using the zonlamax command with
the ditfac and ditlnk8 grids.  Assigns the
values of each ditlnk8 reach to all cells in
the associated accumulation zones.


ditfac Flow accumulation grid created from the Grid accumu- varies integer number of cells that fall 69
clipfdr flow direction grid. lation upstream of each cell.


ditfdr Flow direction grid built from the "burned Grid direction same as for the sanfdr grid. 69
in" bayfil DEM.


ditfil Processed Digital Elevation Model with all Grid elevation varies elevation values in each grid-cell are 69
"pits" of the ditstrm DEM filled to the level in units of meters above sea level.
of the lowest elevation neighboring cell.


ditlnk8 Grid of stream reaches in the San Antonio- Grid reach # varies 75
Nueces basin region, created using the
streamlink command with the clipfdr and
ditstr8 grids.


ditout8 Grid of outlet cells for each accumulation Grid outlet same as for the ditlnk8 grid 75
zone in the region.  Created using the Con cell #
statement with the ditacc8, ditlnk8, and
ditfac grids.
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ditshd8 Grid of subwatersheds in the San Antonio- Grid water- same as for the ditlnk8 grid 75
Nueces region.  Based on the selection of shed #
8000 cells for the ditstr8 grid, each of these
subwatersheds are at least 80 sq km in
area.  Created using the watershed
command with the clipfdr and ditout8 grids.


ditstr1 Grid of flow accumulation cells with value Grid accumu- varies from 1000 to the maximum value of 70
greater than a threshold of 1000.  Results lation the ditfac grid
in strings of cells that represent the larger
streams in the basin.


ditstr8 Grid of flow accumulation cells with value Grid accumu- varies from 8000 to the maximum value of 75
greater than a threshold of 8000.  Results lation the ditfac grid
in strings of cells that represent the largest
streams in the basin.


ditstrm "Burned-In" Digital Elevation Model created Grid elevation varies elevation values in each grid-cell are 69
by artificially raising the elevations of all in units of meters above sea level.
off-stream cells in the strmgrid grid by 5
meters and specifying in-stream grid cells
with a zero elevation value.


drainpt1 Single cell grid identifying the location of Grid none 70
the USGS Aransas River stream gauge.
All other cells have values of NODATA.


drainpt2 Single cell grid identifying the location of Grid none (70)
the USGS Mission River stream gauge.
All other cells have values of NODATA.


drainpt3 Single cell grid identifying the location of Grid none (70)
the USGS Copano Creek stream gauge.
All other cells have values of NODATA.


drainpt4 Single cell grid identifying the location of Grid none (70)
the USGS Medio Creek stream gauge.
All other cells have values of NODATA.
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drainpt5 Single cell grid identifying the location of Grid none (70)
the USGS Chiltipin Creek stream gauge.
All other cells have values of NODATA.


fec_col.dat Arc/Info data file of fecal coliform INFO station-id varies 5-digit water quality station number (104)
water quality measurements.  Created from count varies between 0 - 17 (# of measurements)
fec_col.dbf using the dbaseinfo command. ave-value varies between 0 - 462 colonies / 100 mL


fec_col.dbf Database file of fecal coliform DBF station-id varies 5-digit water quality station number (104)
water quality measurements.  Created count varies between 0 - 17 (# of measurements)
from the TNRCC SWQM database using ave-value varies between 0 - 462 colonies / 100 mL
ArcView Summary Statistics tools.


fecalpts Polygon coverage of circles associated Polygon Radius varies in increments of 300 between 0 and (113)
with each fecal coliform TNRCC 1200 meters.
SWQM location.  Radius of each circle is
defined as a function of the square root of
the number of fec_col measurements at
the location.  Created using the generate
command with the fecrad.dat data file.


feccon Final nonpoint fecal coliform Arc grid-code varies Concentration values along each (102)
concentration coverage.  Created by stream are in units of colonies per
clipping the feclin arc coverage with the 100 mL.
mainland template. 0 - 8996 colonies / 100 mL


fecconc Grid of predicted fecal coliform Grid Concen- varies Concentration values in each grid-cell (102)
concentrations due to nonpoint sources. tration are in units of colonies per 100 mL.
Created by dividing the cumulative fecal 0 - 8996 colonies/100 mL
coliform load grid (feclload) by the annual
cumulative runoff grid (runoffac).


fecld Cummulative annual fecal coliform load Grid Load varies Cumulative load values in each grid (96)
grid created by performing a weighted flow cell are in units of trillion colonies/year.
accumulation on the mainfdr grid, using the 0 - 1469.786 trillion colonies/year
feclrnof grid as the weight grid.


feclgrid Initial 100-meter cellsize grid of fecal Grid Fecal 0 Agricul/Barren/Water/Wetland EMC (95)
coliform EMC values.  Created  by Coliform 20,000 Urban Residential EMC
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converting the sanlu coverage (with the EMC 6,900 Urban Commercial EMC
fcol attribute specified) to a grid using (colonies 9,700 Urban Industrial EMC
polygrid. /100 mL) 53,000 Urban Transportation EMC


22,400 Mixed/Other Urban EMC
200 Range/Forest Land EMC


feclin Equivalent line coverage of the feconstr Arc grid-code varies Concentration values along each (102)
grid.  Grid-code integer concentration stream are in units of colonies per
values retained in the line coverage 100 mL.
through use of the streamline command. 0 - 8996 colonies/100 mL


fecline Equivalent line coverage of the feclload Arc grid-code varies Cumulative load values along each (97)
grid.  In-stream loads isolated through stream are in units of trillion colonies
selection of a load threshold value = 100 per year.
trillion colonies.  Grid-code integer load 100 - 1469 trillion colonies/yr.
values retained in the line coverage thru
use of the streamline command.


feclload Equivalent integer grid of the fecld grid. Grid Load varies Cumulative load values in each grid (97)
cell are in units of trillion colonies/year.
0 - 1469 trillion colonies/yr


fecload Final fecal coliform cumulative load Arc grid-code varies Cumulative load values along each (97)
coverage.  Created by clipping the fecline stream are in units of trillion colonies
arc coverage with the mainland template. per year.


100 - 1469 trillion colonies/yr.
feclrnof Cell-based fecal coliform loading grid Grid Load varies Cell-based load values in each grid (95)


created by taking the product of the runoff cell are in units of col-mm/100 mL-year.
and feclgrid grids. 0 - 10,413,663 colony-mm/100 mL-yr.


feconstr Grid of predicted nonpoint fecal coliform Grid Concen- varies Concentration values in each grid-cell (102)
concentrations occuring in the stream tration are in units of colonies per 100 mL.
network of the basin.  Created using the 0 - 8996 colonies/100 mL
Con statement with the introfac and
fecconc grids.


fecpts Cleaned version of the fecalpts coverage. Polygon Radius varies in increments of 300 between 0 and (113)
Joined with data from the fec_col.dat data 1200 meters.
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file. station-id varies 5-digit water quality station number
count varies between 0 - 17 (# of measurements)


ave-value varies between 0 - 462 colonies / 100 mL
fecrad.dat Arc/Info data file created from the sanwq INFO sanwq-id varies 5-digit water quality station number (113)


point attribute table by defining a sanwq X-coord varies TSMS Albers x-coordinate of station
Radius field as a function of the fec_cnt Y-coord varies TSMS Albers y-coordinate of station
field, and then using the ArcView File Radius varies in increments of 300 between 0 and
Export feature to create a text-delimited 1200 meters.
data file.


geobuff Equivalent of hucbuff coverage reprojected Polygon inside 0 outside of buffer boundary 53
to Geographic coordinates. 1 insider buffer boundary


goli5 15-minute Goliad Digital Line Arc none (37)
Graph map #5 w/ meridians and parallels
removed.  UTM projection.


goli6 15-minute Goliad Digital Line Arc none (37)
Graph map #6 w/ meridians and parallels
removed.  UTM projection.


goli7 15-minute Goliad Digital Line Arc none (37)
Graph map #7 w/ meridians and parallels
removed.  UTM projection.


goli8 15-minute Goliad Digital Line Arc none (37)
Graph map #8 w/ meridians and parallels
removed.  UTM projection.


golif05 Original Arc/Info coverage converted from Arc none (37)
15-minute Goliad Digital Line Graph map
#5.  UTM projection.


golif06 Original Arc/Info coverage converted from Arc none (37)
15-minute Goliad Digital Line Graph map
#6.  UTM projection.


golif07 Original Arc/Info coverage converted from Arc none (37)
15-minute Goliad Digital Line Graph map
#7.  UTM projection.
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golif08 Original Arc/Info coverage converted from Arc none (37)
15-minute Goliad Digital Line Graph map
#8.  UTM projection.


huc250 Original 1:250,000-scale HUC coverage of Polygon huc varies 8-digit Hydrologic Unit Code identifies 32
the U.S. imported from a .e00 file. water resources region, subregion,
Standard Albers projection. accounting unit, and cataloging unit.


hucbuff 5 kilometer buffer around the sanhucs Polygon inside 0 outside of buffer boundary 41
coverage.  Used as a coarse template to 1 insider buffer boundary
clip other coverages or trim grids.


hucs Intermediate coverage of the 5 HUCs Polygon huc 12100404 West San Antonio Bay HUC 32
representing the San Antonio-Nueces 12100405 Aransas Bay HUC
Basin.  Standard Albers projection. 12100406 Mission HUC


12100407 Aransas HUC
12110201 North Corpus Christi Bay HUC


hucsan Intermediate reprojected coverage of the Polygon huc same as huc for the hucs coverage 32
5 San Antonio-Nueces HUCs


introfac Equivalent integer grid of cumulative runoff Grid Runoff varies Cumulative runoff values in each grid- 100
in units of cubic feet per second. Flow cell are in units of cubic feet/second.


0 - 324 cfs
landuse Appended land use map of the Beeville Polygon landuse- 0 Unknown 44


and Corpus Christi mapsheets. id 11 Residential
Anderson Land Use Classification is used 12 Commercial Services
to distinguish between land use types. 13 Industrial
Standard Albers projection. 14 Transportation, Comunications


15 Industrial and Commercial
16 Mixed Urban or Built-Up Land
17 Other Urban or Built-Up Land
21 Cropland and Pasture
22 Orchards, Groves, Vineyards, Nursery
23 Confined Feeding Operations
31 Herbaceous Rangeland
32 Shrub and Brush Rangeland
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33 Mixed Rangeland
41 Deciduous Forest Land
42 Evergreen Forest Land
43 MIxed Forest Land
51 Streams and Canals
52 Lakes
53 Reservoirs
54 Bays and Estuaries
61 Forested Wetlands
62 Nonforested Wetlands
71 Dry Salt Flats
72 Beaches
73 Sandy Areas Other Than Beaches
74 Bare Exposed Rock
75 Strip Mines, Quarries, Gravel Pits
76 Transitional Areas
77 Mixed Barren Land


200000 Unknown
lanuse Reprojected version of the appended land Polygon lanuse-id same as landuse-id for landuse coverage 44


use coverage.  Includes the full Beeville
and Corpus Christi mapsheets.


lbe28096 Initial land use coverage of the Beeville Polygon none 44
1:250,000-scale mapsheet imported from
uncompressed .e00 file.  Standard Albers
projection.


lco27096 Initial land use coverage of the Corpus Polygon none (44)
Christi 1:250,000-scale mapsheet
imported from uncompressed .e00 file.
Standard Albers projection.


lonlat.dat Raw data file of longitude and latitude data, Text longitude varies between -97.1122 and -97.6564 47
in decimal degrees, used to build the latitude varies betweeen 28.0467 and 28.4828
stations coverage.
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luse Dissolved (no boundary lines) land use Polygon luse-id same as landuse-id for landuse coverage 44
coverage with Anderson classification.


m2lugrid Equivalent 100-meter cellsize grid of the Grid land use varies between the lusecat 12 values specifed (126)
mis2lu coverage.  Created using polygrid for the sanluse coverage.
with the lusecat attribute specified for grid-
cell values.


m2runoff Grid of cumulative runoff from each land Grid runoff varies Cumulative runoff values in each grid- (126)
use specified in the m2lugrid grid.  Created volume cell are in units of cubic meters / year.
using the zonalsum command, summing 31,260 - 109,195,880 cub. meters/yr.
values from the runoff grid based on
zonal regions specified in m2lugrid.


main Polygon coverage of the mainland basin Polygon none 96
region buffered by one cell width (100
meters). Created by buffering the coverage
called mainland


mainfdr Flow direction grid created by storing ditfdr Grid direction same as for the sanfdr grid. 96
values into the cells of the maingrid grid
and storing values of NODATA elsewhere.
This grid was created in order to correct
for an anomaly with the use of the
streamline command, so that arc
coverages converted from string grids
would extend for the full intended length.


maingrid Equivalent 100-meter cellsize grid of the Grid none 96
main coverage, created using the polygrid
command.


mainland Polygon coverage of the mainland basin Polygon none 96
region reselected from the baycov
coverage.


mediarea Grid of subwatershed delineated from the Grid none integer 52,708 cells (70)
Medio Creek USGS gauge (drainpt4)
using the clipfdr flow direction grid.
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medicov Equivalent polygon coverage of the Polygon none (70)
mediarea grid.  Created using the gridpoly
command.


medirain Precipitation grid specific to the Grid Precip- varies Precipitation values in each grid-cell (81)
subwatershed delineated from the depth are in units of millimeters/year.
Medio Creek USGS gauge. 739 - 826 mm/year.


mi2ptcov Equivalent polygon coverage of the Polygon none (126)
mis2area grid.  Created using the gridpoly
command.


milugrid Equivalent 100-meter cellsize grid of the Grid land use varies between the lusecat 12 values specifed (126)
misslu coverage.  Created using polygrid for the sanluse coverage.
with the lusecat attribute specified for grid-
cell values.


mirunoff Grid of cumulative runoff from each land Grid runoff varies Cumulative runoff values in each grid- (126)
use specified in the milugrid grid.  Created volume cell are in units of cubic meters / year.
using the zonalsum command, summing 19,330 - 93,565,590 cub. meters/yr.
values from the runoff grid based on
zonal regions specified in milugrid.


mis2area Grid of subwatershed delineated from the Grid none (126)
Mission River SWQM station # 12943
(mis2pt) using the clipfdr flow direction grid.


mis2lu Land Use coverage specific to the Polygon lusecat same as lusecat for sanlu coverage. (126)
subwatershed delineated from the
Mission River SWQM gauge # 12943.
Created by clipping the sanlu coverage
with the mi2ptcov coverage.


mis2pt Single cell grid identifying the location of Grid none (126)
the TNRCC SWQM station # 12943 on the
Mission River.  All other cells have values
of NODATA.
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missarea Grid of subwatershed delineated from the Grid none integer 176,619 cells (70)
Mission Creek USGS gauge (drainpt2)
using the clipfdr flow direction grid.


misscov Equivalent polygon coverage of the Polygon none (70)
missarea grid.  Created using gridpoly.


misslu Land Use coverage specific to the Polygon lusecat same as lusecat for sanlu coverage. (126)
subwatershed delineated from the
Mission River SWQM gauge # 12944
(USGS flow gauge). Created by clipping the
sanlu coverage with misscov.


missrain Precipitation grid specific to the Grid Precip- varies Precipitation values in each grid-cell (81)
subwatershed delineated from the depth are in units of millimeters/year.
Mission River USGS gauge. 739 - 945 mm/year.


niconstr Grid of predicted nonpoint nitrogen Grid Concen- varies Concentration values in each grid-cell (102)
concentrations occuring in the stream tration are in units of milligrams/Liter.
network of the basin.  Created using the 0 - 4.4 mg/L
Con statement with the introfac and
nitconc grids.


nitconc Grid of predicted nitrogen concentrations Grid Concen- varies Concentration values in each grid-cell (102)
due to nonpoint sources.  Created by tration are in units of milligrams/Liter.
dividing the cumulative nitrogen load grid 0 - 4.4 mg/L
(nitload) by the annual cumulative runoff
grid (runoffac).


nitgrid Initial 100-meter cellsize grid of total Grid Nitrogen 0 Water/Wetland EMC (95)
nitrogen EMC values.  Created  by EMC 1.82 Urban Residential EMC
converting the sanlu coverage (with the tn (mg/L) 1.34 Urban Commercial EMC
attribute specified) to a grid using polygrid. 1.26 Urban Industrial EMC


1.86 Urban Transportation EMC
1.57 Mixed/Other Urban EMC
4.4 Agriculture EMC
0.7 Range/Forest Land EMC
1.5 Barren Lands EMC
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nitld Cummulative annual nitrogen load grid Grid Load varies Cumulative load values in each grid (96)
created by performing a weighted flow cell are in units of kg/year.
accumulation on the mainfdr grid, using the 369,122.406 kg/yr
nitrunof grid as the weight grid.


nitline Equivalent line coverage of the nitload Arc grid-code varies Cumulative load values along each (97)
grid.  In-stream loads isolated through stream are in units of kg/year.
selection of a load threshold value = 1000 1000 - 369,122 kg/yr
kg.  Grid-code integer load values retained
in the line coverage through use of the
streamline command.


nitload Equivalent integer grid of the nitld grid. Grid Load varies Cumulative load values in each grid (97)
cell are in units of kg/year.
0 - 369,122 kg/yr


nitpts Cleaned version of the nitropts coverage. Polygon Radius varies in increments of 200 between 0 and (113)
Joined with data from the sanwq.pat data 1000 meters.
file. station-id same as for sanwq coverage


tn_cnt same as for sanwq coverage
tn_avg same as for sanwq coverage


nitrad.dat Arc/Info data file created from the sanwq INFO sanwq-id varies 5-digit water quality station number (113)
point attribute table by defining a sanwq X-coord varies TSMS Albers x-coordinate of station
Radius field as a function of the tn_cnt Y-coord varies TSMS Albers y-coordinate of station
field, and then using the ArcView File Radius varies in increments of 200 between 0 and
Export feature to create a text-delimited 1000 meters.
data file.


nitropts Polygon coverage of circles associated Polygon Radius varies in increments of 200 between 0 and (113)
with each total nitrogen TNRCC 1000 meters.
SWQM location.  Radius of each circle is
defined as a function of the square root of
the number of measurements at the
location.  Created using the generate
command with the nitrad.dat data file.
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nitrunof Cell-based total nitrogen loading grid Grid Load varies Cell-based load values in each grid (95)
created by taking the product of the runoff cell are in units of mg-mm/L-year.
and nitgrid grids. 0 - 1031.3 mg-mm/L-yr.


no2.dat Arc/Info data file of nitrite nitrogen INFO station-id varies 5-digit water quality station number (104)
water quality measurements.  Created from count varies between 0 - 19 (# of measurements)
no2.dbf using the dbaseinfo command. ave-value varies between 0 - 0.92 mg/L


no2.dbf Database file of nitrite nitrogen DBF station-id varies 5-digit water quality station number (104)
water quality measurements.  Created count varies between 0 - 19 (# of measurements)
from the TNRCC SWQM database using ave-value varies between 0 - 0.92 mg/L
ArcView Summary Statistics tools.


no3.dat Arc/Info data file of nitrate nitrogen INFO station-id varies 5-digit water quality station number (104)
water quality measurements.  Created from count varies between 0 - 39 (# of measurements)
no3.dbf using the dbaseinfo command. ave-value varies between 0 - 6.57 mg/L


no3.dbf Database file of nitrate nitrogen DBF station-id varies 5-digit water quality station number (104)
water quality measurements.  Created count varies between 0 - 39 (# of measurements)
from the TNRCC SWQM database using ave-value varies between 0 - 6.57 mg/L
ArcView Summary Statistics tools.


p_ann Original grid of annual precipitation for the Grid Precip- varies Precipitation values in each grid-cell 52
U.S.  Converted from the ASCII file depth are in units of millimeters/year.
prism_us.ann.  Geographic coordinates.


p_ann2 Precipitation grid for the San Antonio- Grid Precip- varies Precipitation values in each grid-cell 53
Nueces basin region.  Mapextent reduced depth are in units of millimeters/year.
from p_ann.  Geographic coordinates. 733 - 1010 mm/year.


phcon Final nonpoint phosphorus concentration Arc grid-code varies Concentration values along each 102
coverage.  Created by clipping the phline stream are in units of mg/L x 1000.
arc coverage with the mainland template. 0 - 1299


phconstr Grid of predicted nonpoint phosphorus Grid Concen- varies Concentration values in each grid-cell 102
concentrations occuring in the stream tration are in units of milligrams/Liter.
network of the basin.  Created using the 0 - 1.3 mg/L
Con statement with the introfac and
phosconc grids.
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phline Equivalent line coverage of the phconstr Arc grid-code varies Concentration values along each 102
grid.  Concentrations multiplied by 1000 to stream are in units of mg/L x 1000.
retain significant figures.  Grid-code integer 0 - 1299
concentration values retained in the line
coverage through use of the streamline
command.


phopts Cleaned version of the phospts coverage. Polygon Radius varies in increments of 200 between 0 and 113
Joined with data from the tp.dat data file. 1600 meters.


station-id varies 5-digit water quality station number
count varies between 0 - 75 (# of measurements)


ave-value varies between 0 - 7.36 mg/L
phosconc Grid of predicted phosphorus Grid Concen- varies Concentration values in each grid-cell 102


concentrations due to nonpoint sources. tration are in units of milligrams/Liter.
Created by dividing the cumulative 0 - 1.3 mg/L
phosphorus load grid (phosload) by the
annual cumulative runoff grid (runoffac).


phosgrid Initial 100-meter cellsize grid of total Grid Phos 0 Range/Forest/Water/Wetland EMC 95
phosphorus EMC values.  Created  by EMC 0.57 Urban Residential EMC
converting the sanlu coverage (with the tp (mg/L) 0.32 Urban Commercial EMC
attribute specified) to a grid using polygrid. 0.28 Urban Industrial EMC


0.22 Urban Transportation EMC
0.35 Mixed/Other Urban EMC
1.3 Agriculture EMC
0.12 Barren Lands EMC


phosld Cummulative annual phosphorus load grid Grid Load varies Cumulative load values in each grid 96
created by performing a weighted flow cell are in units of kg/year.
accumulation on the mainfdr grid, using the 0 - 60,926.4 kg/yr
phosrnof grid as the weight grid.


phosload Equivalent integer grid of the phosld grid. Grid Load varies Cumulative load values in each grid 97
cell are in units of kg/year.
0 - 60,926 kg/yr
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phospts Polygon coverage of circles associated Polygon Radius varies in increments of 200 between 0 and 113
with each total phosphorus TNRCC 1600 meters.
SWQM location.  Radius of each circle is
defined as a function of the square root of
the number of measurements at the
location.  Created using the generate
command with the rad.dat data file.


phosrnof Cell-based total phosphorus loading grid Grid Load varies Cell-based load values in each grid 95
created by taking the product of the runoff cell are in units of mg-mm/L-year.
and phosgrid grids. 0 - 304.7 mg-mm/L-yr.


rad.dat Arc/Info data file created from the sanwq INFO sanwq-id varies 5-digit water quality station number 113
point attribute table by defining a sanwq X-coord varies TSMS Albers x-coordinate of station
Radius field as a function of the tp_cnt Y-coord varies TSMS Albers y-coordinate of station
field, and then using the ArcView File Radius varies in increments of 200 between 0 and
Export feature to create a text-delimited 1600 meters.
data file.


rainbfcv Equivalent coverage of the rainbuff grid. Polygon grid-code varies Precipitation values in each polygon 53
Converted using the Gridpoly command. are in units of millimeters/year.


733 - 1010 mm/year.
rainbuff Final reprojected precipitaton grid. Grid Precip- varies Precipitation values in each grid-cell 53


Converted from the p_ann2 grid. depth are in units of millimeters/year.
733 - 1010 mm/year.


rofaccfs Equivalent runoff grid in units of cubic feet Grid Runoff varies Typical runoff values in each grid- 100
per second.  Converted from the runoffac Flow cell are in units of cubic feet/second.
grid. 0 - 324.757 cfs


rofaccov Final typical streamflow coverage, created Arc grid-code varies Typical flow values along each 100
by clipping the rofaclin arc coverage with stream are in units of cubic feet / sec.
the mainland template. 1 - 324 cfs.


rofaclin Equivalent line coverage of the introfac Arc grid-code varies Typical flow values along each 100
grid.  In-stream flows isolated through stream are in units of cubic feet / sec.
selection of a flow threshold value = 1 cfs. 1 - 324 cfs.
Grid-code integer flow values retained
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in the line coverage through use of the
streamline command.


runoff Final runoff grid created by zero-filling the Grid Runoff varies Runoff values in each grid-cell are in 88
NODATA grid cells from runoffeq. depth units of millimeters/year.
Created using the isnull command. 0 - 248 mm/yr


runoffac Cumulative annual runoff grid.  Created by Grid Runoff varies Cumulative runoff values in each grid- 100
performing a weighted flow accumulation volume cell are in units of cubic meters/year.
on the mainfdr grid, using runoff as the 0 - 290,430,464 cubic meters/year
weight grid.


runoffcv Equivalent polygon coverage of the runoff Polygon Runoff varies Runoff values in each polygon are in 88
grid.  Converted using the Gridpoly and depth units of millimeters/year.
int commands. 0 - 248 mm/yr


runoffeq Original grid of cell-based runoff values Grid Runoff varies Runoff values in each grid-cell are in 88
created by applying the rainfall/runoff depth units of millimeters/year.
mathematical relationship to the sanpyr 0 - 248 mm/yr
precipitation grid.


sabay1 15-minute San Antonio Bay Digital Line Arc none (37)
Graph map #1 w/ meridians and parallels
removed.  UTM projection.


sabay5 15-minute San Antonio Bay Digital Line Arc none (37)
Graph map #5 w/ meridians and parallels
removed.  UTM projection.


sabayf01 Original Arc/Info coverage converted from Arc none (37)
15-minute San Antonio Bay Digital Line
Graph map #1.  UTM projection.


sabayf05 Original Arc/Info coverage converted from Arc none (37)
15-minute San Antonio Bay Digital Line
Graph map #5.  UTM projection.


sanbasin Cleaned version of the basin polygon Polygon none 79
coverage.  Includes all San Antonio-
Nueces subwatersheds plus 3 bordering
subwatersheds from trimshed.
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sanbord Final coverage of the San Antonio-Nueces Polygon none 79
border, created by reselecting only the
outside polygon from the border coverage.


sanfac Initial Flow Accumulation grid for the basin Grid accumu- varies integer number of cells that fall 63
built from the sanfdr grid.  Identifies the lation upstream of each cell.
total number of cells draining to each
cell in the grid.


sanfdr Initial Flow Direction Grid for the basin Grid direction 1 East 63
built from the sanfil grid identifying the 2 Southeast
predominant direction of the flow of runoff 4 South
from each grid cell. 8 Southwest


16 West
32 Northwest
64 North
128 Northeast


sanfil Processed Digital Elevation Model with all Grid elevation varies elevation values in each grid-cell are 63
"pits" filled to the level of the lowest in units of meters above sea level.
elevation neighboring grid cell.


sangages Final reprojected version of the USGS Point stat-num same as for the stations coverage 49
Stream gauge point coverage. stat-nam same as for the stations coverage


sanhucs Final cleaned and reprojected coverage of Polygon huc same as huc for the hucs coverage 32
the 5 San Antonio-Nueces HUCs


sanhyd Final hydrography digital line graph Arc none 79
coverage of the San Antonio-Nueces
basin, created by clipping the sanhydro
coverage with sanbord.


sanhydro Reprojected coverage of the appended Arc none 38
Digital Line Graph hydrography maps in
the region.


sanlu Final land use coverage of the San Polygon lusecat same as lusecat for sanluse coverage 79
Antonio-Nueces basin, created by clipping tn 0 - 4.4 (mg/L) total nitrogen emc
the sanluse coverage with sanbord. tkn 0 - 1.7 (mg/L) total kjeldahl nitrogen emc
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nn 0 - 1.6 (mg/L) nitrate + nitrite emc
tp 0 - 1.3 (mg/L) total phosphorus emc
dp 0 - 0.48 (mg/L) dissolved phosphorus emc
ss 0 - 107 (mg/L) total suspended solids emc
ds 0 - 1225 (mg/L) total dissolved solids emc
pb 0 - 15 (ug/L) total lead emc
cu 0 - 15 (ug/L) total copper emc
zn 0 - 245 (ug/L) total zinc emc
cd 0 - 1.05 (ug/L) total cadmium emc
cr 0 - 10 (ug/L) total chromium emc
ni 0 - 11.8 (ug/L) total nickel emc


bod 0 - 25.5 (mg/L) biological oxygen demand emc
cod 0 - 116 (mg/L) chemical oxygen demand emc
o&g 0 - 9 (mg/L) oil & grease emc
fcol 0 - 53,000 (col/100 mL) fecal coliform emc
fstr 0 - 56,000 (col/100 mL) fecal streptococci emc


sanlus Reselected land use coverage to eliminate Polygon sanlus-id same as luse-id for luse coverage except no value 44
the unknown category, which was seen to 200000 is included
define the Gulf of Mexico.


sanluse Redefined land use coverage, created by Polygon lusecat 0 Unknown 92
dissolving boundaries between 11 Residential
subcategory polygons for Agriulture, 12 Commercial Services
Rangeland, Forestland, Water, Wetland, 13 Industrial
and Barren land use categories of the 14 Transportation, Comunications
sanlus coverage. 16 Mixed Urban or Built-Up Land


17 Other Urban or Built-Up Land
20 Agriculture
30 Rangeland
40 Forest Land
50 Water Bodies
60 Wetlands
70 Barren Land Uses
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sanpolys Cleaned polygon coverage of sanrivs4 arc Polygon none 67
coverage.  Performed to isolate the bay
network & barrier islands in the coverage.


sanpyr Precipitation grid specific to the boundary Grid Precip- varies Precipitation values in each grid-cell 81
of the San Antonio-Nueces border. depth are in units of millimeters/year.
Created using the Con statement with the 739 - 985 mm/year.
rainbuff and bordgrid grids.


sanrivs4 Final edited digital line graph coverage of Arc none 67
hydrography in the San Antonio-Nueces
basin.  Created by using ArcEdit with the
sanhydro coverage to eliminate lakes and
disappearing streams.


sanutm Appended coverage of 15-minute Digital Arc none 38
Line Graph hydrography maps for the San
Antonio-Nueces region.  UTM projection.


sanwq Final reprojected point coverage of TNRCC Point station-id varies character representation of sanwq-id 56
SWQM stations.  Appended with average tp_cnt varies # of total phosphorus measurements
concentration values and # of samples between 0 - 75
for a number of pollutant constituents tp_avg varies between 0 - 7.36 mg/L


tkn_cnt varies # of total kjeldahl nitrogen measmts.
between 0 - 46


tkn_avg varies between 0 - 9.90 mg/L
no2_cnt varies # of total nitrate measurements


between 0 - 19
no2_avg varies between 0 - 0.92 mg/L
no3_cnt varies # of total nitrite measurements


between 0 - 39
no3_avg varies between 0 - 6.57 mg/L
tn_cnt varies "calculated" # of tot nitrogen measmts


= (tkn_cnt + no2_cnt + no3_cnt) / 3
between 0 - 31
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tn_avg varies "calculated" tot nitrogen avg conc
= tkn_avg + no2_avg + no3_avg
between 0 - 15.51 mg/L


cd_cnt varies # of cadmium measurements
between 0 - 4


cd_avg varies between 0 - 5 ug/L
fec_cnt varies # of fecal coliform measurements


between 0 - 17
fec_avg varies between 0 - 462 colonies / 100 mL
X-coord varies TSMS Albers x-coordinate of station
Y-coord varies TSMS Albers y-coordinate of station


shed8cov Equivalent polygon coverage of the Polygon none 75
ditshd8 grid.  Created using the gridpoly
command.


sndemalb Final Digital Elevation Model of the San Grid elevation varies elevation values in each grid-cell are 41
Antonio-Nueces basin area. in units of meters above sea level.


snrainyr Final precipitation coverage of the San Polygon grid-code varies Precipitation values in each polygon 79
Antonio-Nueces basin, created by clipping are in units of millimeters/year.
the rainbfcv coverage with sanbord. 739 - 985 mm/year.


sqcov Equivalent coverage of the grid sqgrid. Polygon none 67
Built in order to combine (union) with the
baybuff coverage.


sqgrid A single value grid spanning the extent Grid integer 1 67
of the other study area grids, defined by
the sanfil grid.


stations Point coverage of USGS Stream Gauges Point stat-num 08189200 USGS stream gauge station 47
built using the  lonlat.dat data file. 08189300 identification number.
Geographic Coordinates. 08189500


08189700
08189800


stat-nam Copano Stream or Creek that gauge is located
Medio on.
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Mission
Aransas
Chiltipin


storet.dbf Database file of TNRCC SWQM pollutant DBF param-id varies identifies the 5-digit numeric code of 56
constituent identification codes.  Used the pollutant being measured.
with the value.dbf and sanwq.pat tables to long- varies identifies full ASCII text description of
link water quality measurements to desc the pollutant being measured.
specific locations. short1- varies identifies the pollutant element or


desc constituent in one word, typically noun
short2- varies identifies descriptive words regarding
desc the pollutant.


short3- varies identifies units of the pollutant
desc constituent being measured.


Group-cd 1.0000
Max-val varies upper bound on possible values.
Min-val varies lower bound on possible values.


str1 Grid of flow accumulation cells with value Grid accumu- varies from 1000 to the maximum value of 63
greater than a threshold of 1000.  Results lation the sanfac grid
in strings of cells that represent the larger
streams in the basin.


strgrid Equivalent 100 meter cellsize grid of the Grid none 69
sanrivs4 hydrography coverage.  All off-
stream cells have zero value rather than
NODATA.


strmgrid Grid of stream hydrography cells particular Grid none 69
to the mainland of the region, i.e. excluding
cells in the bay network & barrier islands.


subsheds Polygon coverage of the shed8cov Arc none 76
subwatersheds that fall within the bounds
of the San Antonio-Nueces basin borders.
Created from an ArcView shapefile.
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tkn.dat Arc/Info data file of total kjeldahl nitrogen INFO station-id varies 5-digit water quality station number (104)
water quality measurements.  Created from count varies between 0 - 46 (# of measurements)
tkn.dbf using the dbaseinfo command. ave-value varies between 0 - 9.9 mg/L


tkn.dbf Database file of total kjeldahl nitrogen DBF station-id varies 5-digit water quality station number (104)
water quality measurements.  Created count varies between 0 - 46 (# of measurements)
from the TNRCC SWQM database using ave-value varies between 0 - 9.9 mg/L
ArcView Summary Statistics tools.


tncon Final nonpoint nitrogen concentration Arc grid-code varies Concentration values along each (102)
coverage.  Created by clipping the tnline stream are in units of mg/L x 1000.
arc coverage with the mainland template. 0 - 4400


tnline Equivalent line coverage of the niconstr Arc grid-code varies Concentration values along each (102)
grid.  Concentrations multiplied by 1000 to stream are in units of mg/L x 1000.
retain significant figures.  Grid-code integer 0 - 4400
concentration values retained in the line
coverage through use of the streamline
command.


tnload Final total nitrogen cumulative load Arc grid-code varies Cumulative load values along each (97)
coverage.  Created by clipping the nitline stream are in units of kg/year.
arc coverage with the mainland template. 1000 - 369,122 kg/yr


tnrnof Cell-based nitrogen loading grid Grid Load varies Cell-based load values in each grid (121)
created by adding the nonpoint source cell are in units of mg-mm/L-year.
loading grid (nitrunof) and the Beeville 0 - 7,149,842.5 mg-mm/L-yr.
point source loading grid (beenit).


tonitcon Final point + nonpoint nitrogen Arc grid-code varies Concentration values along each (121)
concentration coverage.  Created by stream are in units of mg/L x 1000.
clipping the tonitlin arc coverage with the 0 - 15,509
mainland template.


tonitlin Equivalent line coverage of the tonitstr Arc grid-code varies Concentration values along each (121)
grid.  Concentrations multiplied by 1000 to stream are in units of mg/L x 1000.
retain significant figures.  Grid-code integer 0 - 15,509
concentration values retained in the line
coverage through use streamline.
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tonitstr New grid of predicted nonpoint & point Grid Concen- varies Concentration values in each grid-cell (121)
nitrogen concentrations occuring in tration are in units of milligrams/Liter.
the stream network of the basin.  Created 0 - 15.51 mg/L
using the Con statement with the introfac
and totnconc grids.


tophocon Final point + nonpoint phosphorus Arc grid-code varies Concentration values along each 121
concentration coverage.  Created by stream are in units of mg/L x 1000.
clipping the topholin arc coverage with the 0 - 6600
mainland template.


topholin Equivalent line coverage of the tophostr Arc grid-code varies Concentration values along each 121
grid.  Concentrations multiplied by 1000 to stream are in units of mg/L x 1000.
retain significant figures.  Grid-code integer 0 - 6600
concentration values retained in the line
coverage through use of the streamline
command.


tophostr New grid of predicted nonpoint & point Grid Concen- varies Concentration values in each grid-cell 121
phosphorus concentrations occuring in tration are in units of milligrams/Liter.
the stream network of the basin.  Created 0 - 6.6 mg/L
using the Con statement with the introfac
and totpconc grids.


totnconc New grid of predicted nitrogen Grid Concen- varies Concentration values in each grid-cell (121)
concentrations from both nonpoint and tration are in units of milligrams/Liter.
point sources.  Created by dividing the new 0 - 15.51 mg/L
nitrogen load grid (totnload) by the
annual cumulative runoff grid (runoffac).


totnload New total nitrogen load grid created by Grid Load varies Cumulative load values in each grid (121)
performing a weighted flow accumulation cell are in units of kg/year.
on the mainfdr grid, using tnrnof as the 0 - 369,122.41  kg/yr
weight grid.


totpconc New grid of predicted phosphorus Grid Concen- varies Concentration values in each grid-cell 121
concentrations from both nonpoint and tration are in units of milligrams/Liter.
point sources.  Created by dividing the new 0 - 6.6 mg/L
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phosphorus load grid (totpload) by the
annual cumulative runoff grid (runoffac).


totpload New total phosphorus load grid created by Grid Load varies Cumulative load values in each grid 121
performing a weighted flow accumulation cell are in units of kg/year.
on the mainfdr grid, using beernof as the 0 - 90,479.46 kg/yr
weight grid.


tp.dat Arc/Info data file of total phosphorus INFO station-id varies 5-digit water quality station number 104
water quality measurements.  Created from count varies between 0 - 75 (# of measurements)
tp.dbf using the dbaseinfo command. ave-value varies between 0 - 7.36 mg/L


tp.dbf Database file of total phosphorus water DBF station-id varies 5-digit water quality station number 104
quality measurements.  Created from the count varies between 0 - 75 (# of measurements)
TNRCC SWQM database using ArcView ave-value varies between 0 - 7.36 mg/L
Summary Statistics tools.


tpline Equivalent line coverage of the phosload Arc grid-code varies Cumulative load values along each 97
grid.  In-stream loads isolated through stream are in units of kg/year.
selection of a load threshold value = 1000 1000 - 60,926 kg/yr
kg.  Grid-code integer load values retained
in the coverage through use of streamline.


tpload Final total phosphorus cumulative load Arc grid-code varies Cumulative load values along each 97
coverage.  Created by clipping the tpline stream are in units of kg/year.
arc coverage with the mainland template. 1000 - 60,900 kg/yr


trimshed Polygon coverage of those shed8cov Arc none 76
subwatersheds that, along with subsheds
and baybuff, completely enclose the
undelineated (near shore) portions of the
San Antonio-Nueces Coastal Basin.
Created from an ArcView shapefile.


value.dbf Database file of TNRCC SWQM pollutant DBF station-id varies 5-digit water quality station number 56
concentration measurement values.  Used on-seg- 0
with the storet.dbf and sanwq.pat tables to flg 1
link water quality measurements to seg-id varies identifies the 4-digit TNRCC segment
specific locations. where the sample was taken.
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enddate varies identifies last date of a series of
measurements


tag varies 7-character id with one letter and 6
numerals


storet- varies identifies the 5-digit numeric code of
code the pollutant being measured.
gtlt <  or  > flag that is set when measurement is


below or above a threshold value
value varies the measured value of the pollutant


constituent.
weighfac Weighted flow accumulation grid Grid potential varies from 0 - 2,244,562,432 cubic meters 80


representing potential runoff in the basin. runoff per year
Created with the clipfdr and rainbuff grids.


wqsites Original point coverage of TNRCC SWQM Point none 56
stations. Imported from the snwqsites.e00
file.  Projected in Albers with
measurement units of feet specified.
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Attrib.aml


/*    attrib.aml ------ to be run from the Arc prompt, this aml defines items for the
/*    attrib.dat data file and then fills them with raw expected mean concentration
/*    data from the emc3a.dat file.
/*
tables
define attrib.dat
/*
lusecat /*Item Name: land use category
8 /*Item Width: 8
8 /*Item Output Width: 8
i /*Item Type: integer
/*
tn /*Item Name: total nitrogen
5 /*Item Width: 5
5 /*Item Output Width: 5
n /*Item Type: numeric
2 /*Item Decimal Places: 2
/*
tkn /*Item Name: total kjeldahl nitrogen
5 /*Item Width: 5
5 /*Item Output Width: 5
n /*Item Type: numeric
2 /*Item Decimal Places: 2
/*
nn /*Item Name: nitrate + nitrite (mg/L as N)
5 /*Item Width: 5
5 /*Item Output Width: 5
n /*Item Type: numeric
2 /*Item Decimal Places: 2
/*
tp /*Item Name: total phosphorus
5 /*Item Width: 5
5 /*Item Output Width: 5
n /*Item Type: numeric
2 /*Item Decimal Places: 2
/*
dp /*Item Name: dissolved phosphorus
5 /*Item Width: 5
5 /*Item Output Width: 5
n /*Item Type: numeric
2 /*Item Decimal Places: 2
/*
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ss /*Item Name: suspended solids
5 /*Item Width: 5
5 /*Item Output Width: 5
n /*Item Type: numeric
1 /*Item Decimal Places: 1
/*
ds /*Item Name: dissolved solids
4 /*Item Width: 4
4 /*Item Output Width: 4
i /*Item Type: integer
/*
pb /*Item Name: total lead
5 /*Item Width: 5
5 /*Item Output Width: 5
n /*Item Type: numeric
1 /*Item Decimal Places: 1
/*
cu /*Item Name: total copper
5 /*Item Width: 5
5 /*Item Output Width: 5
n /*Item Type: numeric
1 /*Item Decimal Places: 1
/*
zn /*Item Name: total zinc
5 /*Item Width: 5
5 /*Item Output Width: 5
n /*Item Type: numeric
1 /*Item Decimal Places: 1
/*
cd /*Item Name: total cadmium
5 /*Item Width: 5
5 /*Item Output Width: 5
n /*Item Type: numeric
2 /*Item Decimal Places: 2
/*
cr /*Item Name: total chromium
5 /*Item Width: 5
5 /*Item Output Width: 5
n /*Item Type: numeric
1 /*Item Decimal Places: 1
/*
ni /*Item Name: total nickel
5 /*Item Width: 5
5 /*Item Output Width: 5
n /*Item Type: numeric
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1 /*Item Decimal Places: 1
/*
bod /*Item Name: biological oxygen demand
5 /*Item Width: 5
5 /*Item Output Width: 5
n /*Item Type: numeric
1 /*Item Decimal Places: 1
/*
cod /*Item Name: chemical oxygen demand
5 /*Item Width: 5
5 /*Item Output Width: 5
n /*Item Type: numeric
1 /*Item Decimal Places: 1
/*
o&g /*Item Name: oil & grease
4 /*Item Width: 4
4 /*Item Output Width: 4
n /*Item Type: numeric
1 /*Item Decimal Places: 1
/*
fcol /*Item Name: fecal coliform
7 /*Item Width: 7
7 /*Item Output Width: 7
i /*Item Type: integer
/*
fstr /*Item Name: fecal streptococci
7 /*Item Width: 7
7 /*Item Output Width: 7
i /*Item Type: integer
/*
~ /*Item Name: <return>
/*
add from emc3a.dat
quit
&return
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Dlgmerge.aml


/*  An ARC AML FOR PREPARING DLG DATA FOR REGIONAL ANALYSIS
/*
/*  prepared by Bill Saunders, University of Texas at Austin
/*                             Center for Research in Water Resources
/*                             GIS in Water Resources Research group
/*
/*  AML NAME:  dlgmerge.aml (run from the "Arc" prompt)
/*  FUNCTION:  Prepares selected DLG data for analysis with respect to a
/*  particular hydrologic or political region.
/*  INPUTS:
/*      -all compressed ("zipped") DLG files corresponding to the region of
/*     interest.  These zipped files are downloaded from the USGS EROS Data
/*     Center at http://sun1.cr.usgs.gov/eros-home.html.  Alternatively the
/*     DLG files can be accessed from US Geodata 1:100,000-Scale DLG Data
/*     Compact Disc (USGS, 1993).
/*      -a projection file that will allow for conversion from utm map
/*    coordinates to whatever projection is desired.
/*      -a polygon coverage delineating the boundary of the hydrologic or
/*     political region of interest.
/*
/********************************************************************
/*  BEGIN AML EXECUTION
/*
/*  Assuming that zipped DLG files have been downloaded from CD-ROM (in this
/*  case, 5 hydro files using the following commands):
/*
/*  cp /cdrom/100k_dlg/beeville/be3hydro.zip ./
/*  cp /cdrom/100k_dlg/goliad/be1hydro.zip ./
/*  cp /cdrom/100k_dlg/allyns_b/cc2hydro.zip ./
/*  cp /cdrom/100k_dlg/corpus_c/cc1hydro.zip ./
/*  cp /cdrom/100k_dlg/sananbay/be4hydro.zip ./
/*
/*
/*  The first set of commands below MUST ALWAYS BE CHANGED by the user of the
/*  AML.  Store the number of zipped DLG files into the variable dlgnum.
/*  Then, for each zipped DLG file, define sequential variables called dlg# as
/*  the first 3 characters of each of the zipped files.
/*  Store the name of your projection file (in this case, utmtsms.prj) into
/*  the variable prjfname.
/*  Store the name of your hydrologic or political boundary coverage (in this
/*  case, sanbord) into the variable border.
/*  Finally, specify the type of files that you are using -- the only valid
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/*  entries for this variable (filetype) are hydro, roads, rail, and mtran.
/*
&sv dlgnum = 5
&sv dlg1 = be1
&sv dlg2 = be3
&sv dlg3 = be4
&sv dlg4 = cc1
&sv dlg5 = cc2
&sv prjfname = utmtsms.prj
&sv border = sanbord
&sv filetype = hydro
/*
/*
&if %filetype% eq hydro &then
  &sv abbr = hy
&if %filetype% eq roads &then
  &sv abbr = rd
&if %filetype% eq rail &then
  &sv abbr = rr
&if %filetype% eq mtran &then
  &sv abbr = mt
/*
/*  This part of the AML unzips all of the compressed files to create 15-minute
/*  map files.  Each 15-minute map file is first converted into an Arc/Info
/*  line coverage.  Then, the borders of each of the 15-minute map files are
/*  trimmed away from the coverage so that those 15-minute meridians and
/*  parallels will not appear in the final appended coverage.
/*
&sv count = 1
&do &while %count% le %dlgnum%
  &sv filename = [value dlg%count%]
  &sv count = %count% + 1
  &sys unzip %filename%%filetype%.zip
  &sv count2 = 1
  &do &while %count2% le 8
     &do &while [exists %filename%%abbr%f0%count2% -file]
       dlgarc optional %filename%%abbr%f0%count2% %filename%f0%count2%
       &sv x = [delete %filename%%abbr%f0%count2% -file]
       build %filename%f0%count2% line
       reselect %filename%f0%count2% %filename%0%count2% line # line
       res rpoly# > 1
       ~
       n
       y
       res lpoly# > 1







201


       ~
       n
       n
       kill %filename%f0%count2% all
     &end
     &sv count2 = %count2% + 1
  &end
&end
/*
/*  This part of the AML merges, or "appends", all of the 15-minute map file
/*  coverages together and then builds line topology for the resultant coverage,
/*  called "bigmap".
/*
append bigmap
&sv count = 1
&do &while %count% le %dlgnum%
  &sv filename = [value dlg%count%]
  &sv count = %count% + 1
  &sv count2 = 1
  &do &while %count2% le 8
     &do &while [exists %filename%0%count2% -cover]
       %filename%0%count2%
       &sv count2 = %count2% + 1
     &end
  &sv count2 = %count2% + 1
  &end
&end
~
y
y
build bigmap line
/*
/*  Once "bigmap" has been created, each of the coverages that were merged to
/*  build it are no longer necessary.  This part of the AML kills off all of
/*  the intermediate level coverages used to append "bigmap".
/*
&sv count = 1
&do &while %count% le %dlgnum%
  &sv filename = [value dlg%count%]
  &sv count = %count% + 1
  &sv count2 = 1
  &do &while %count2% le 8
     &do &while [exists %filename%0%count2% -cover]
       kill %filename%0%count2% all
       &sv count2 = %count2% + 1
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     &end
  &sv count2 = %count2% + 1
  &end
&end
/*
/*  The "bigmap" coverage is then reprojected to the desired map projection
/*  and coordinates.  The projection file must be located in the same directory
/*  as the coverage being projected.
/*
project cover bigmap bigprj %prjfname%
/*
/*  Finally, a polgyon coverage of the hydrologic or political boundary of
/*  interest is used to "clip" out the hydrologic features specific to that
/*  region.  The final coverage is called "dlgcov".
/*
clip bigprj %border% dlgcov line
kill bigmap all
kill bigprj all
/*
&return
/******************************end of AML****************************
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Montflow.f


program monthflow


character script*13
integer month,day,year,mon,yr,yer(50)
real dayflow,volmo,monthflo(12),yrflo(50),totflo,avganl


open (unit = 20, file = 'chiltip.dat',status = 'old')


c ** input data file -- CHANGE NAME for new run


open (unit = 30, file = 'chilvmon.dat',status = 'unknown')


c ** output data file -- CHANGE NAME for new run


c ** the following are initial values for month, monthly volume, and
C ** counters.  CHANGE VALUE of mon to the first month of your data set


mon = 7
volmo = 0.0
i = 1
k = 1


10 read (20,15) month,day,year,dayflow


c ** Had to perform  (awk '{print $1,$2}' aransas.gage > arans.dat)
c ** because date and flow values were seperated by 1 tab and NOT 6
c ** SPACES.  My format statement originally had 6x for the spaces
c ** between the year and dayflow.  Resulted in values of 0.0 being
c ** read in for dayflow!!


15 format (i2,1x,i2,1x,i4,1x,f7.2)


c ** check for end-of-file


if (month .ne. 0) then


c ** when the month of the input data changes, write out the total cum
c ** volume for the previous month (volmo) and save the value in a matrix
c ** variable called monthflo(i)


if (month .ne. mon) then
write (30,16) mon,yr,volmo
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16 format (i2,2x,i4,2x,f11.1)
monthflo(i) = volmo
i = i + 1


c ** when mon=12 (i.e. at the end of a year), reset the i counter to 1.
c ** Also, if the i counter is in sequence with the mon counter, then a
c ** full year's worth of data has been accumulated, so sum all of the
c ** 12 values of monthflo and store them in a matrix variable called
c ** yrflo(k).


if (mon .eq. 12) then
if (i .eq. 13) then


yrflo(k) = 0
do 17, j = 1,i-1
yer(k) = yr
yrflo(k) = yrflo(k) + monthflo(j)


17 continue
k = k + 1


endif
i = 1


endif


c ** set mon = the value of month read in from the input table and define
c ** the first monthly value of volmo as the measured flow value (cfs)
c ** multiplied by 86400 sec/day and .028317 cub meters/cub ft.  The
c ** resulting volume has units of cubic meters.


mon = month
volmo = dayflow*.028317*86400
goto 10


endif


c ** when mon = the value of month from the input table, incorporate the
c ** new value of dayflow into the accumulating value of volmo.


volmo = volmo+dayflow*.028317*86400
yr = year
goto 10


endif
write (30,*)


c ** once all monthly values of volume have been calculated, print out the
c ** cumulative volumes for each FULL year (i.e. yrflo(l))


do 20, l = 1,k-1
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write (30,18) yer(l),yrflo(l)
18 format (i4,2x,f12.1)


totflo = totflo + yrflo(l)
20 continue


c ** once all yearly values of volume have been calculated, average them
c ** over the number of FULL years worth of data accumulated and establish
c ** an averge annual value for stream volume.


avganl = totflo / (k-1)
write (30,*)
script = 'Avg Annual = '
write (30,21) script,avganl


21 format (a13,f12.1)
write (*,*) 'Done'
stop
end
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al72tsms.prj


/*  This is a projection file to convert coverages from geographic coordinates (specified in
/*  decimal seconds with WGS72 datum) to the TSMS-Albers projection.
/*
input
projection geographic
datum WGS72
units ds
parameters
/*
output
projection albers
datum WGS84
units meters
parameters
27 25 00
34 55 00
-100 00 00
31 10 00
1000000.0
1000000.0
END
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alb-tsms.prj


/*  This is a projection file to convert coverages from the standard Albers projection to the
/*  TSMS-Albers projection.
/*
input
projection albers
units meters
datum NAD27
spheroid CLARKE1866
parameters
29 30 0.000
45 30 0.000
-96 00 0.000
23 00 0.000
0.00000
0.00000
/*
output
projection albers
units meters
datum NAD83
spheroid GRS1980
parameters
27 25 0.000
34 55 0.000
-100 0 0.000
31 10 0.000
1000000.00000
1000000.00000
end
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geotsms.prj


/*  This is a projection file to convert coverages from geographic coordinates (specified in
/*  decimal degrees with NAD83 datum) to the TSMS-Albers projection.
/*
input
projection geographic
units dd
datum NAD83
spheroid GRS1980
parameters
/*
output
projection albers
units meters
datum NAD83
spheroid GRS1980
parameters
27 25 00
34 55 00
-100 00 00
31 10 00
1000000.0
1000000.0
END
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tsmsgeo.prj


/*  This is a projection file to convert coverages from the TSMS-Albers projection to
/*  geographic coordinates (specified in decimal degrees with NAD83 datum).
/*
input
projection albers
units meters
datum NAD83
spheroid GRS1980
parameters
27 25 00
34 55 00
-100 00 00
31 10 00
1000000.0
1000000.0
/*
output
projection geographic
units dd
datum NAD83
spheroid GRS1980
parameters
END
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utmtsms.prj


/*  This is a projection file to convert coverages from the Universal Transverse Mercator
/*  projection (zone 14) to the TSMS-Albers projection.
/*
input
projection utm
units meters
datum NAD27
spheroid Clarke1866
zone 14
parameters
/*
output
projection albers
units meters
datum NAD83
spheroid GRS1980
parameters
27 25 00
34 55 00
-100 00 00
31 10 00
1000000.0
1000000.0
END
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wqtsms.prj


/*  This is a projection file written to convert TNRCC SWQM data from an Albers projection
/*  specified in units of feet and with specific latitude/longitude parameters to theTSMS-
Albers
/*  projection.
/*
input
projection albers
units feet
datum NAD27
spheroid Clarke1866
parameters
25 48 00
37 00 00
-99 00 00
31 24 00
0.0
0.0
/*
output
projection albers
units meters
datum NAD83
spheroid GRS1980
parameters
27 25 00
34 55 00
-100 00 00
31 10 00
1000000.0
1000000.0
END
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Appendix C :   List of Acronyms
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AGCHEM Agrichemical Soil Nutrient Model
AGNPS Agricultural Nonpoint Source Pollution Model
AML Arc Macro Language
ANSWERS Areal Nonpoint Source Watershed Environment Response Simulation
ARMSED U.S. Army Watershed Sediment Routine
CCBNEP Corpus Christi Bay National Estuary Program
CD-ROM Compact Disc-Read Only Memory
CHRIS Chemical-Hydrologic Resource Information System
CREAMS Chemicals, Runoff, and Erosion from Agricultural Management Systems
CWA Clean Water Act
DEM Digital Elevation Model
DLG Digital Line Graph
EMC Expected Mean Concentration
EPA Environmental Protection Agency
ERDAS Earth Resources Data Analysis System
EROS Earth Resources Observation Systems
ESRI Environmental Systems Research Institute
GBNEP Galveston Bay National Estuary Program
GIRAS Geographical Information Retrieval Analysis System
GIS Geographic Information Systems
GLEAMS Groundwater Loading Effects of Agricultural Management Systems
GRASS Geographic Resources Analysis Support System
GRS80 Geodetic Reference System of 1980
HSPF Hydrological Simulation Program - FORTRAN
HTML Hyper Text Markup Language
HUC Hydrologic Unit Code
IRIS Integrated River Information System
LOADSS Lake Okeechobee Agricultural Decision Support System
LULC Land Use/Land Cover
MULTSED Multiple Watershed Sediment Routine
MUSLE Modified Universal Soil Loss Equation
NAD27 North American Datum of 1927
NAD83 North American Datum of 1983
NEP National Estuary Program
NO2 Nitrite Nitrogen
NO3 Nitrate Nitrogen
NOAA National Oceanic and Atmospheric Administration
NPDES National Pollutant Discharge Elimination System
PAT Point (or Polygon) Attribute Table
PRISM Parameter-elevation Regressions on Independent Slopes Model
QUAL2E Enhanced Stream Water Quality Model
RUSLE Revised Universal Soil Loss Equation
SCS Soil Conservation Service
SIMPLE Spatially Integrated Model for Phosphorus Loading and Erosion
SLAMM Source Loading and Management Model
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SMoRMod Soil Moisture-based Runoff Model
SNOTEL Snowpack Telemetry
STORET Storage and Retrieval of U.S. Waterways Parametric Data
SWAT Soil Water and Assessment Tool
SWMM Stormwater Management Model
SWQM Surface Water Quality Monitoring
SWRRB Simulator for Water Resources in Rural Basins
TDWR Texas Department of Water Resources
TKN Total Kjeldahl Nitrogen
TNRCC Texas Natural Resource Conservation Commission
TSMS Texas State Mapping System
TWDB Texas Water Development Board
USA-CERL U.S. Army Construction Engineering Research Laboratory
USDA-NRCS U.S. Department of Agriculture Natural Resource Conservation Service
USGS United States Geological Survey
USLE Universal Soil Loss Equation
UTM Universal Transverse Mercator
VAT Value Attribute Table
VirGIS Virginia Geographic Information System
WAIS Wide Area Information Servers
WGEN Weather Generation Model
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Section 4
Hydraulic Model Development 


4.1 Introduction 
The Hydraulic Investigation presents a description of the methodology used to create and 
calibrate the hydraulic model for the Little Salt Creek watershed.   The streams located 
within the Little Salt Creek watershed range from highly incised channels having moderate 
degrees of meandering, mild slopes (approximately five feet per mile) and wide floodplains 
in the lower reaches; to large swales with moderately steep slopes (about 36 feet per mile) 
and overgrown in the upper stream reaches.   


This section provides a brief description of the data and methodology used in creating the 
stream network and cross sectional geometries; the establishment of the hydraulic parameters 
assigned to the cross sections; the incorporation of field survey for roadway crossings; the 
special hydraulic situations encountered during the modeling process; the boundary 
conditions utilized; the calibration of the hydraulic model to gauge information; and the 
Floodway development. 


The hydraulic modeling was performed using the USACE Hydrologic Engineering Center’s 
River Analysis System (HEC-RAS) version 4.0. The following appendix sections provide 
detailed information on the hydraulic model data input and results: 


� Appendix D – Hydraulic Model Input Data and Results 
� Appendix M – Stream Profiles 
� Appendix N – Hydraulic Structure Performance Data 


4.2 HEC-RAS Model Development 
The HEC-RAS data requirements are categorized into data sets as shown in Table 4-1. The 
model parameters were developed using a combination of manual procedures and automation 
tools within ArcGIS 9.2 and HEC-GeoRAS 4.2.92. All GIS datasets and files were created in 
Nebraska State Plane NAD83 projection. 
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Table 4.1 HEC-RAS Model Data Sets 


HEC-RAS Model Parameter Development Method Data Requirements 


Stream Network ArcGIS and HEC-GeoRAS Stream centerline shapefiles with 
unique stream reach names 


Cross sections (river station 
and geometry data) 


ArcGIS, HEC-GeoRAS, and field 
survey data 


Digital elevation model (DEM), 
cross section cut line coverage 


Channel bank stations Manually input using engineering 
judgment 


Cross section geometries 


Manning’s n values Field visits and calibration Field visit photos and aerial 
imagery 


Downstream reach lengths 
(channel and overbanks) 


ArcGIS and HEC-GeoRAS Stream centerline and overbank  
flow path shapefiles 


Roadway crossings Manually input using field survey 
data 


Roadway profile along with the 
structure opening 


Ineffective flow areas Manually input using standard 
procedures and engineering 
judgment 


Cross section shapefiles and 
roadway crossing data 


Expansion and contraction 
coefficients 


Manually input using standard 
values


Cross section shapefiles  


Normal depth boundary 
conditions


ArcGIS Stream centerline and cross 
section shapefiles, contours 


Known water surface 
boundary conditions 


Referenced from the FIS Report 
for Salt Creek 


Salt Creek FIS Report 


4.2.1 Stream Network, Cross Sections, and Reach Lengths 
The first step in developing the HEC-RAS model was to create a geometry file describing the 
stream network, junctions, cross section station and geometries, as well as the downstream 
reach lengths of the channel and overbanks for each cross section. The stream network 
defines the extent of the Little Salt Creek and all tributaries that collect runoff from 
contributing areas that are at least 150 acres.  Junctions were used to note the locations where 
two or more streams come together or split apart. Each cross section station defines the 
location of the cross section along the respective stream as the distance in feet measured from 
its confluence. The cross section geometries are described by station and elevation points that 
portray the layout of the stream channel and floodplain.  The downstream reach lengths of 
the channel define the distance to the next downstream cross section measured along the 
stream. The downstream reach lengths of the overbanks define the distance to the next 
downstream cross section measured along the path of the center of mass for the overbank 
flow. 


The stream network, cross sections, and cross sectional characteristics were created using an 
automated process.  This process was performed through the use of ArcGIS 9.2, as well as 
HEC-GeoRAS 4.2.92.  These tools were used to create the physical layout of the modeled 
area that was imported directly into the HEC-RAS model. The data used to create the stream 
network, cross sections, and cross sectional characteristics of the modeled area are described 
in the following sections. 
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4.2.1.1 Digital Elevation Model (DEM) 
As previously discussed in Section 2, multiple DEMs were used to create the three-
dimensional surfaces of the Little Salt Creek watershed.  Areas located south of Rock Creek 
Road were described using Light Detection and Ranging (LiDAR) made available by the 
City of Lincoln and Nebraska Department of Natural Resources (NDNR). These areas were 
described using a DEM with a grid cell size of two feet.  A DEM containing a grid cell size 
of 10 meters was used to describe areas north of Rock Creek Road. The 10 meter DEM was 
also provided by the NDNR. The vertical datum referenced for the multiple DEMs was 
NAVD88. These DEMs were used in conjunction with a cross section cut line coverage to 
develop a series of station and elevation points for each cross section.   


4.2.1.2 Stream Centerline Coverage 
The stream centerline coverage was created in ArcGIS 9.2 using a series of aerial 
photographs as well as quad maps. The stream centerline coverage defines the Little Salt 
Creek stream network which includes the Little Salt Creek and all tributaries that collect 
runoff from drainage areas that are at least 150 acres.  Overall a total of 86 miles encompass 
the 47 modeled streams that are modeled within the Little Salt Creek watershed.  Figure 4-1 
displays the modeled stream network. 


4.2.1.3 Stream Junction Data 
In order to simulate the entire Little Salt Creek watershed stream network in one model, the 
use of multiple stream junctions was needed.  A stream junction is required at any location 
where two or more streams come together or where flow from a single stream splits apart.  
The only required junction data entered into the HEC-RAS model is the stream length across 
the junction between the two bounding cross sections.  This length was automatically 
calculated within HEC Geo-RAS and confirmed manually. 


4.2.1.4 Cross Section Coverage 
The cross section coverage identifies the location and extent of each cross section. The cross 
section coverage was generated in ArcGIS along with the aforementioned HEC-GeoRAS 
extension. Cross section locations were placed along each stream at control points and 
locations that represent the average geometry of the stream. The control points of the stream 
are locations where there are abrupt changes in channel or floodplain geometry, slope, and 
discharge.  Available aerial photography and contour information were utilized in the layout 
of the cross sections. An effort was made to limit the distance between cross sections to a 
maximum of 500 feet. However, cross sections that were located at structures and control 
points were placed with less distance between each other to capture the more rapidly 
changing flow characteristics. Each cross section is labeled with a river station, stream name, 
and reach name.  The river station for each cross section is the cumulative distance in feet 
measured from the respective stream’s confluence. 
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4.2.1.5 Overbank Flow Path Coverage 
The overbank flow path coverage was created in GIS and represents the distance to the 
next downstream cross section measured along the path of the center of mass for the 
overbank flow.  The flow path coverage was used to determine the downstream reach lengths 
for the left and right overbanks. When creating the flow path coverage, the location of each 
flow path was approximated based upon the estimated width of the local floodplain. 


4.2.2 Manning’s n-Values 
The Manning’s n-value was used to help calculate the energy losses between cross sections 
due to friction. The Manning’s n-value depends on a number of factors which include: 
surface roughness; vegetation; channel irregularities; degree of meander; obstructions; size 
and shape of the channel.  For the present study, each reach was assigned Manning’s n-
values for the channel and overbank flow areas. The Manning’s n-values were estimated 
using field and aerial photography.  The range of Manning’s n-values used with the Little 
Salt Creek hydraulic analysis along with the description of land surface can be found in 
Table 4-2.  The assigned Manning’s n-values were validated through the calibration of the 
model. The calibration process is further described in Section 4.5 of this report. 


Table 4.2 Range of Manning's n-values utilized 


Channel Description 


Range of Manning's n-


Values


Relatively clean, slight meanders, incised 0.025 - 0.033 
Relatively clean, appreciable meanders, deep 0.033 - 0.045 


Heavier vegetation, irregular, shallow 0.050 - 0.080 
Floodplain Description 


Light brush and some trees 0.040 - 0.080 
Medium to dense brush and trees 0.045 - 0.110 


4.2.3 Roadway Crossings 
Bridge and culvert openings along with roadway profiles were developed using data 
collected during field surveys. A total of 81 hydraulic structures were surveyed using a 
combination of a Global Positioning System (GPS) and total station technology to obtain the 
required elevations.  All survey information references NAVD88 and can be found in 
Appendix F and the data CD previously mentioned in Section 2.  Field survey data for 
bridges included measurements such as span widths, pier count and dimensions, bridge deck 
profile and width, as well as station and elevation points used to describe the channel.  The 
survey data used to describe culverts included culvert type and geometry, upstream and 
downstream inverts, as well as roadway profile and width. All of the surveyed information 
was manually entered into the HEC-RAS model. For instances where the surveyed channel 
geometry or roadway profile did not extend far enough horizontally to capture the extents of 
the overbank flow, LiDAR information was imported to supply the remainder of the required 
geometries. 
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4.2.4 Expansion and Contraction Coefficients 
The contraction and expansion of flow due to changes in the cross sectional geometry is a 
typical cause for the loss of energy between two cross sections.  To assist in computing this 
loss, HEC-RAS requires the user to define an expansion and contraction coefficient at each 
cross section. The expansion and contraction coefficients were estimated based on the ratio 
of the expansion and contraction of the effective flow area between two cross sections and 
are typical of values used in similar studies.  The coefficients used in the present study are 
listed in Table 4-3. 


Table 4.3 Contraction and expansion coefficients utilized 


Transition Type 
Contraction 


Coefficient 


Expansion


Coefficient 


Gradual Transitions 0.1 0.3 
Typical Conveyance 


Sections 0.3 0.5 
Abrupt 0.6 0.8 


4.2.5 Ineffective Flow Areas 
Ineffective flow areas can be defined as areas of a cross section that provide little or no 
conveyance of flow in the downstream direction.  In the present study, ineffective flow areas 
were utilized where the following instances occurred: 


� Ineffective areas were initially placed within the bounding cross sections of all 
roadway crossings.  Using expansion and contraction ratios of 2:1 and 1:1 (reach 
length: width) respectively, ineffective areas were calculated from the edges of the 
culvert or bridge opening. This process was carried through to the next upstream or 
downstream cross section until the flow was completely expanded. However, in the 
case of a roadway overtop, the downstream ineffective areas were established at the 
edge of the road overtop. 


� Reaches experiencing drastic changes in floodplain width. The locations of these 
areas were set using the expansion and contraction ratios of 2:1 and 1:1, as well as 
engineering judgment.  


� Floodplain areas located within cross sections that were not hydraulically connected 
to the upstream or downstream cross sections. The locations of such areas were 
determined using the cross sectional geometries as well as the available DEMs and 
contour data. 


4.2.6 Boundary Conditions 
When determining the downstream boundary condition for the Little Salt Creek hydraulic 
model, the affect that the Salt Creek has on the Little Salt Creek was considered. In the 
previous study performed in 2002 (Lower Little Salt Creek Watershed – Interim Stormwater 
Hydrology and Hydraulic Report) the downstream boundary condition correlating to the 1% 
frequency stage of the Salt Creek was utilized for the 1% frequency event of the Little Salt 
Creek. However, the two events involved are possibly not coincident with each other. The 
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probability of the simultaneous occurrence that both the Salt Creek and the Little Salt Creek 
are experiencing a 1% stage at the confluence of these two creeks may be far less than the 
1%.  To provide a more reasonable estimate of coincident Salt Creek stage with a respective 
Little Salt Creek peak discharge-frequency, a Texas Department of Transportation (TXDOT) 
criterion for coincident occurrence at the confluence of two streams (shown in Table 4-4) 
was utilized (TXDOT, 2004).  TXDOT obtained this criterion from the U.S. Army Corps of 
Engineers.  The criterion assigns the coincident main stem or tributary frequency based on 
the ratio of the drainage areas of the streams.  For this study, the ratio of the Salt Creek 
watershed area to Little Salt Creek watershed area is slightly greater than 15 to 1.  Therefore, 
the Area Ratio of 10 to 1 was deemed the appropriate relationship to incorporate.  Table 4-5 
displays the coincident Salt Creek stage-frequency for the respective Little Salt Creek design 
storm.  The 500-year Little Salt Creek coincident frequency was assumed (see Hydrologic 
Model Development Section 3 of this report).  Note:  The 100-yr backwater for Salt Creek 
was used for floodplain mapping per FEMA requirements.   


Table 4.4 Frequencies for coincidental occurrence based upon the ratio of watershed 
sizes 


Frequencies for Coincidental Occurrence 


Area


Ratio 


10 Year Design 50 Year Design 100 Year Design 


Main


Stream 
Tributary


Main


Stream 
Tributary


Main


Stream 
Tributary 


10,000 


to 1 


1 10 2 50 2 100 
10 1 50 2 100 2 


1,000


to 1 


2 10 5 50 10 100 
10 2 50 5 100 10 


100 to 


1


5 10 10 50 25 100 
10 5 50 10 100 25 


10 to 


1


10 10 25 50 50 100 
10 10 50 25 100 50 


1 to 1 
10 10 50 50 100 100 
10 10 50 50 100 100 


Table 4.5 Assigned boundary condition stages for the Little Salt Creek 
Little Salt 


Creek  Salt Creek  


Salt Creek 


Stage


Design Storm Design Storm (ft NAVD) 


2-yr 2-yr 1131.5 
10-yr 10-yr 1133.7 
50-yr 25-yr 1136.5 
100-yr 50-yr 1138.0 
500-yr 100-yr 1140.4 
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4.3 Special Modeling Cases 
During the development of the hydraulic model, a few locations required further analysis. 
These unique situations are described below. 


4.3.1 Split Flow Locations 
At three road crossing locations within the watershed, the road overtopping flow will cause a 
flow split downstream of the structure.  These structures are shown in Table 4-6 and in 
Figures 4-2, 4-3, 4-4 and 4-5.  For frequent flow events at all three of these road structures, 
the respective main conveyance structure will allow the flood flows to pass through before 
road overtop.  During rare-event flooding, the flood flows exceed the capacity of the 
conveyance structure and overtop the road.  Some of the road overtopping flow will be 
directed above the next, downstream road structure.  The remaining of the road overtopping 
flow will be directed below the next, downstream road structure.   


For the structure on Trib 65 at W. Raymond Road, this is due to the overtopping road section 
paralleling the downstream stream for a long distance, with the a portion of the overflow of 
the road overtop introduced several reaches downstream of the road culvert structure (see 
Figure 4-3). 


For the structures on Trib 45 at N. 14th Street and Trib 220 at N. 40th Street, this is due to the 
downstream road “teeing” into the upstream road (see Figures 4-4 and 4-5).  Overtopping 
flows to one side of the “Tee” will be on the upstream side whereas flows on the other side of 
the “Tee” will be on the downstream side of the downstream structure.  The flow that is 
directed below the downstream structure will provide additional submergence and reduced 
capacity of that respective downstream structure.  In order to model this condition, a 
bifurcation was established allowing the overtopping flows to split.   This was accomplished 
by creating a separate channel and using an iterative process in which flow was subtracted 
from the primary channel and added to the split channel. The process was performed until the 
water surface elevations of two conjoined cross sections located immediately above the toe 
of the upstream structure embankment were identical.  The locations and events of these split 
flow occurrences are shown in Figure 4-2 and Table 4-6. 


Table 4.6 Locations and frequencies of the split flows 
Split Flow Occurrences 


Location 2-yr 10-yr 50-yr 100-yr 500-yr 


Trib 65 at W Raymond Rd -- -- X X X 
Trib 45 at N 14th Street -- -- X X X 


Trib 220 at N 40th Street -- X X X X 
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4.3.2 Multiple Structure Analysis 
Within the Little Salt Creek watershed, many roadway crossings contain multiple structures 
that convey flow from separate streams. However, during rare-events, the two separate 
streams act as one due to ponding that exceeds the drainage boundary divide elevation.  To 
simulate this, the junction was moved from the streams confluence located on the 
downstream side of the roadway, to the upstream side where the streams combined due to the 
ponding.  The cross sections located within the vicinity of the hydraulic structures were also 
combined to include the two channels in the same cross section.  The locations and events 
that required the relocation of stream junctions are displayed in Figures 4-6, 4-7, 4-8, 4-9, 
and Table 4-7. 


Table 4.7 Locations and frequencies of multiple opening analysis 
Multiple Opening Occurrences 


Location 2-yr 10-yr 50-yr 100-yr 500-yr 


Little Salt Creek and Trib 35 at Waverly Rd -- X X X X 
Trib 15 and Trib 215 at N 14th St -- -- X X X 
Trib 15 and Trib 315 at N 7th St -- -- X X X 
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4.3.3 Roadway Skew Analysis 
Special consideration was given to roadway crossings where the stream’s angle of approach to 
the hydraulic structure was greater than 20 degrees. To account for this occurrence, HEC-RAS 
allows the user to define the skew angle. HEC-RAS then adjusts the bounding cross sections and 
bridge dimensions to reflect the skew angle.  This adjustment was made along the Little Salt 
Creek at the N 14th Street crossing to account for an approach angle of 40 degrees. 


The skew correction is not an option within HEC-RAS for culverts.  However, at the Tributary 
60 crossing of Davey Road, which has a box culvert structure, it appears that the culvert capacity 
is of a similar magnitude as the channel capacity, i.e., the box culvert acts similar to that of a 
bridge condition.  At this specific location the stream has an approach angle of 21 degrees.  In 
order to account for the reduction in flow efficiency due to the stream’s approach angle, hand 
calculations were made resulting in the box culvert having a 10.15’ span being altered to 
resemble a box culvert with a 9.45’ span.   


4.4 Model Calibration 
The HEC-RAS model was calibrated using gauge information made available by the United 
States Geological Survey (USGS).  As mentioned in Section 3 of this report, a stream gauge 
(USGS Stream Gauge 06803510) is situated near the downstream end of the Little Salt Creek at 
the intersection of Arbor Road and 27th Street. The USGS stage-discharge rating curve was 
obtained to allow comparison of model predicted stage-discharge at the stream gauge location.   


Due to the Little Salt Creek at the stream gauge location being deeply incised, the stream record 
and stage-discharge rating mainly applies to the channel section.  This allows for good prediction 
of the channel roughness values, but does not provide adequate information for overbank 
calibration.  The HEC-RAS model channel roughness value within the lower reaches of Little 
Salt Creek were modified slightly to provide a good fit to the USGS rating curve.  During the 
calibration process, the model downstream boundary condition was set to normal depth instead 
of a design tailwater depth.  Since the downstream boundary location is several miles below the 
USGS gauge location, this was of minor consequence.


The model output is shown in Table 4-8 and the model output in relation to the rating curve is 
provided in Figure 4-10.  It is noted that model results beyond 10,000 cfs are beyond the extent 
of the USGS rating curve.  Although the values above the 10,000 cfs rating limit appears to fit on 
an extrapolated curve, such judgment is suspect given to the possibility of a curve break due to 
floodplain conveyance becoming more of a factor.  Based on the calibration, it is believed that 
the channel roughness value within the lower reaches of Little Salt Creek is proper for the range 
of low flows through the rare-event flows. 
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Table 4.8 HEC-RAS model output at the gauge location 
HEC-RAS Model Output 


Event Stage (ft NAVD88) Discharge (cfs) 


2-yr 1125.60 957 
10-yr 1134.86 7429 
50-yr 1138.43 12668 
100-yr 1139.68 15043 
500-yr 1142.00 20909 


USGS Stage-Discharge


USGS 06803510, Little Salt Creek 
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Figure 4-10: Comparison of HEC-RAS Model Output with the Rating Curve Provided by 
the USGS 
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4.5 Floodway Determination 
A floodway was determined for each of the modeled streams. The floodway is determined from 
the floodplain model by encroaching upon the left and right overbanks of each cross section to 
produce a maximum rise of one foot in the water surface elevation.  The encroachments simulate 
fill within the floodplain that reduces conveyance of flood flows. 


A one-foot rise criterion was used to determine the encroachment stations at each cross section.  
Initially, Encroachment Method 4 was used to estimate encroachment stations at each cross 
section.  Encroachment Method 4 automates the floodway modeling process by computing the 
left and right floodplain encroachment station so that the overall change in conveyance within 
the encroached system produces a target water level that meets the rise criterion. 


Once the initial encroachment stations were determined by HEC-RAS, each cross section was 
reviewed and adjusted if necessary to meet the target one-foot rise.  The downstream boundary 
condition for the floodway model was set to one foot higher than that of the 100-year floodplain 
analysis. 
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Conversion Factors and Datum


Multiply By To obtain


Length


inch 25.4 millimeter
foot  0.3048 meter
mile  1.609 kilometer


Area


square mile 2.590 square kilometer


Flow rate


cubic foot per second  0.02832 cubic meter per second


Hydraulic gradient


foot per mile  0.1894 meter per kilometer


Vertical coordinate information is referenced to the North American Vertical Datum of 1988 
(NAVD 88).


Altitude, as used in this report, refers to distance above the vertical datum.







Evaluation of Drainage-Area Ratio Method Used to 
Estimate Streamflow for the Red River of the North 
Basin, North Dakota and Minnesota


By Douglas G. Emerson, Aldo V. Vecchia, and Ann L. Dahl


Abstract


The drainage-area ratio method commonly is used to esti-
mate streamflow for sites where no streamflow data were col-
lected. To evaluate the validity of the drainage-area ratio 
method and to determine if an improved method could be devel-
oped to estimate streamflow, a multiple-regression technique 
was used to determine if drainage area, main channel slope, and 
precipitation were significant variables for estimating stream-
flow in the Red River of the North Basin. A separate regression 
analysis was performed for streamflow for each of three sea-
sons--winter, spring, and summer. Drainage area and summer 
precipitation were the most significant variables. However, the 
regression equations generally overestimated streamflows for 
North Dakota stations and underestimated streamflows for Min-
nesota stations. To correct the bias in the residuals for the two 
groups of stations, indicator variables were included to allow 
both the intercept and the coefficient for the logarithm of drain-
age area to depend on the group. Drainage area was the only sig-
nificant variable in the revised regression equations. The expo-
nents for the drainage-area ratio were 0.85 for the winter season, 
0.91 for the spring season, and 1.02 for the summer season.


Introduction


Many water-management programs require streamflow 
data for sites where no data were collected or for streamflow-
gaging stations for periods during which the gage was not oper-
ated. For example, the Bureau of Reclamation needs estimated 
monthly streamflow data for the Red River Water Supply 
Project because the periods of record for the continuous-record 
streamflow-gaging stations in the Red River of the North Basin 
vary (Burr and others, 2003; Harkness and others, 2003; Mitton 
and others, 2003). Methods used to estimate streamflow for 
sites where no streamflow data were collected include the 
drainage-area ratio method, regional statistics, regression, and 
precipitation-runoff modeling. For partial-record streamflow-
gaging stations, record extension methods, such as maintenance 


of variance extension type 1 (MOVE.1), can be used to extend 
the streamflow record (Hirsch, 1982). 


Hirsch (1979) evaluated the drainage-area ratio method, 
regional regression equations, linear regression equations, and 
log-log regression equations to reconstruct streamflow records 
and noted that “...log regressions appear superior to the linear. 
The regional statistics method is distinctly superior to the drain-
age area ratio method, but comparison between the regional sta-
tistics and the log regression method is ambiguous.” Hirsch 
(1979) also noted that the drainage-area ratio method works rel-
atively well if streams have similar flow characteristics. How-
ever, if streamflow is being estimated for an ungaged site, espe-
cially if no gaged data are available for the stream on which the 
site is located, then the flow characteristics probably are 
unknown and how well the drainage-area ratio method works 
also is unknown.


The drainage-area ratio method was used extensively in 
several studies (Wiche and others, 1989; Guenthner and others, 
1990; Emerson and Dressler, 2002) to estimate monthly stream-
flow for North Dakota and Minnesota. The method is easy to 
use, requires little data, does not require any development, and, 
many times, is the only method available because regional sta-
tistics or precipitation-runoff models have not been developed. 
Therefore, to evaluate the validity of the drainage-area ratio 
method and to determine if an improved method could be devel-
oped to estimate streamflow, the U.S. Geological Survey, in 
cooperation with the Bureau of Reclamation, conducted a study 
to evaluate the drainage-area ratio method for the Red River of 
the North Basin in North Dakota and Minnesota. The evaluation 
of the drainage-area ratio method for the Red River of the North 
Basin is described in this report. A multiple regression tech-
nique was used to determine if drainage area, main channel 
slope, and precipitation were significant variables for estimat-
ing streamflow. Monthly streamflows for 27 streamflow-gaging 
stations (fig. 1) in the Red River of the North Basin were used 
in the study. The streamflow-gaging stations were selected on 
the basis of minimum streamflow regulation, and the period of 
record for each station was 1971 through 2000. Precipitation 
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Figure 1.     Locations of streamflow-gaging stations used in study.
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2 Evaluation of Drainage-Area Ratio Method Used to Estimate Streamflow for the Red River of the North Basin


data for 90 sites for which the periods of record also were 1971 
through 2000 also were used in the study.


Description of Red River of the North Basin


The Red River of the North (fig. 1), which begins at the 
confluence of the Bois de Sioux and Otter Tail Rivers, flows 
northward and drains parts of North Dakota, South Dakota, and 
Minnesota before entering Canada. The Red River of the North 
Basin has relatively little topographic relief. Altitudes in the 
basin range from about 2,350 feet in the extreme western part of 
the basin to about 750 feet where the river enters Canada. The 
relatively little topographic relief was caused by glaciation and 


geologically recent erosion. Glacial Lake Agassiz formed a flat 
lake plain along the axis of the Red River of the North, and ice 
sheets advanced and recessed to leave upland moraines and gla-
cial drift that extended east and west of the lake plain. The slope 
of the main stem of the Red River of the North is nearly flat; the 
river drops only about 200 feet in a 394-mile course from its 
beginning to the United States-Canada border. The slope of the 
main stem ranges from 1.3 feet per mile at Wahpeton, N. Dak., 
to 0.2 foot per mile at the border. The drainage area of the Red 
River of the North Basin at the border is about 36,400 square 
miles. The drainage area does not include the noncontributing 
Devils Lake Basin.
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Drainage-Basin Characteristics


Topographic and meteorologic characteristics of a drain-
age basin affect streamflow from the basin. The characteristics 
that were used in this study to evaluate the drainage-area ratio 
method were drainage area, main channel slope, and precipita-
tion. If available, the noncontributing drainage area was 
excluded and only the contributing drainage area was used. The 
main channel slope that was used was the slope, as defined by 
Benson (1962), that is between points that are 85 and 10 percent 
upstream from the site of interest. The drainage area and the 
main channel slope for the streamflow-gaging stations used in 
this study were obtained from the U.S. Geological Survey’s 
basin characteristics file, Williams-Sether (1992), or Lorenz 
and others (1997). The precipitation data used in this study were 
obtained from the U.S. Department of Commerce, National Cli-
matic Data Center (2002). Data for 1971 through 2000 were 
used to compute mean annual winter/spring precipitation and 
mean annual summer precipitation for each of 90 sites in or near 
the Red River of the North Basin. Winter/spring precipitation 
was defined as the average precipitation for January, February, 
March, April, May, November, and December. Those months 
were chosen to represent the months for which snowfall accu-
mulation and precipitation would affect spring streamflow. 
Summer precipitation was defined as the average precipitation 
for June, July, August, September, and October. Those months 
were chosen to represent the months for which rainfall would 
affect summer streamflow. After the winter/spring and summer 
precipitation was computed for each site, a geographic informa-
tion system (GIS) was used to develop isohyetal maps of the 
mean annual winter/spring precipitation (fig. 2) and the mean 
annual summer precipitation (fig. 3). The National Elevation 
Dataset (U.S. Geological Survey, 2003) was used to estimate 
the area of the basin upstream from each of the 27 streamflow-
gaging stations, and the estimated area then was used with the 
isohyetal maps to calculate the area-weighted mean precipita-
tion for each basin (table 1).


Evaluation of Drainage-Area Ratio Method


The drainage-area ratio method is based on the assumption 
that the streamflow for a site of interest can be estimated by 
multiplying the ratio of the drainage area for the site of interest 
and the drainage area for a nearby streamflow-gaging station by 
the streamflow for the nearby streamflow-gaging station. Thus, 
the drainage-area ratio method is given by


Ỹij  
Ay


Ax
-----  ⎝ ⎠


⎛ ⎞ Xij= (1)


where


Ỹij is the estimated streamflow, in cubic feet per 
second, for month i  and year j  for the site 
of interest;


Ay is the drainage area, in square miles, for the 
site of interest;


Ax is the drainage area, in square miles, for the 
streamflow-gaging station; and


Xij is the streamflow, in cubic feet per second, for 
month i  and year j  for the streamflow- 
gaging station.


For the drainage-area ratio method (eq. 1), the assumption 


is made that the exponent of  
Ay


Ax
-----  ⎝ ⎠


⎛ ⎞  is 1. To test this assump-


tion, the drainage areas for the 27 streamflow-gaging stations 
were used in equation 1 to estimate streamflow. To simplify the 
evaluation and to determine if the estimated streamflow was an 
unbiased estimate of the actual streamflow, the average stream-
flow for various seasons for the period of record (1971-2000) 
was used rather than the streamflow for individual months. 
Thus, estimated streamflow for a particular season and period of 
record is given by


ỸM  
Ay


Ax
-----  ⎝ ⎠


⎛ ⎞ XM= (2)


where


ỸM is Ave Ỹij; i M 1971 j 2000≤ ≤,∈{ } , and


XM is Ave Xij; i M 1971 j 2000≤ ≤,∈{ } .


Ave {  }  denotes the average of the values in the braces, and M  
is a collection of months defining the season of interest.


To test the validity of equation 2 and to determine if the 
use of main channel slope and precipitation would give a better 
estimate of streamflow, the following general equation was 
developed:


ŶM  
Ay


Ax
-----  ⎝ ⎠


⎛ ⎞
α Py


Px
-----⎝ ⎠


⎛ ⎞
β


 
Sy


Sx
-----  ⎝ ⎠


⎛ ⎞
γ
XM= (3)


where


ŶM is the estimated seasonal streamflow, in cubic 
feet per second;


Py is precipitation, in inches, for the site of inter-
est;


Px is precipitation, in inches, for the streamflow-
gaging station;
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Figure 2.     Mean annual winter/spring (January, February, March, April, May, November, and December) precipitation for 1971
through 2000.
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4 Evaluation of Drainage-Area Ratio Method Used to Estimate Streamflow for the Red River of the North Basin


is the main channel slope, in feet per mile, for 
the site of interest;


Sx is the main channel slope, in feet per mile, for 
the streamflow-gaging station; and


α β and γ, , are coefficients to be estimated.


Equations 2 and 3 are equivalent if α 1= , β 0= , and γ 0= .


To obtain unbiased estimates of actual seasonal stream-
flow, the actual seasonal streamflow for the site of interest was 
expressed as the estimated seasonal streamflow multiplied by 
an error term:


YM
* ŶM10ε= (4)


where
YM


* is the actual seasonal streamflow for the site of 
interest; and


10ε is a multiplicative error.


If equations 3 and 4 hold (not only for two locations but for 
a series of nested basins that have drainage areas that range over 
a continuous interval), then streamflow for both sites X  and Y  
must be represented by the generic equation
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Figure 3.     Mean annual summer (June, July, August, September, and October) precipitation for 1971 through 2000.
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Evaluation of Drainage-Area Ratio Method 5


(5)


where


log denotes base-10 logarithm;


Q is the streamflow, in cubic feet per second, for 


site X  or Y ;


C is the intercept, a constant;


A is the drainage area, in square miles, for site X  
or Y ;


P is precipitation, in inches, for site X  or Y ;


S is the main channel slope, in feet per mile, for 
site X  or Y ; and 


η is an error that has an expected value of zero.


If equation 5 holds, then equations 3 and 4 (with ε  in 


equation 4 equal to ηy ηx– ) must hold as well. However, the 


reverse also is true--that is, if equations 3 and 4 hold, then equa-
tion 5 must hold as well (provided some fairly general condi-
tions are satisfied). Equation 4 can be formulated in terms of a 
random cascade model (Ghupta and Waymire, 1990; Troutman 
and Vecchia, 1999), and the only solution that can satisfy the 
equation for a continuous range of drainage areas is equation 5. 
The intercept, C , in equation 5 is equal to the limit, as n ∞→ , 


of εi
i 1=


n


∑ , where the εi ’s are independent, identically distrib-
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Table 1. Basin characteristics for 27 streamflow-gaging stations in the Red River of the North Basin, North Dakota and Minnesota. 


Map
number


(figure 1)


Streamflow-
gaging
station
number


Streamflow-gaging
station name


Drainage
area


(square
miles)


Main
channel


slope
(feet
per


mile)


Area-
weighted


mean
winter/
spring


precipi-
tation


(inches)


Area-
weighted


mean
summer
precipi-


tation
(inches)


Annual
streamflow


(cubic
feet
per


second)


Winter
streamflow


(cubic
feet
per


second)


Spring
streamflow


(cubic
feet
per


second)


Summer
streamflow


(cubic
feet
per


second)


1 05053000 Wild Rice River near 
Abercrombie, N. Dak.


1,490 2.1 5.12 15.29 129.43 11.81 366.61 80.83


2 05054500 Sheyenne River above 
Harvey, N. Dak.


154 3.0 4.04 12.72 14.72 3.24 40.97 8.08


3 05056000 Sheyenne River near 
Warwick, N. Dak.


760 1.6 4.08 13.46 79.82 12.88 231.24 42.38


4 05057000 Sheyenne River near 
Cooperstown, N. Dak.


1,270 .8 4.17 13.93 155.27 26.98 417.64 100.45


5 05057200 Baldhill Creek near Dazey, 
N. Dak.


351 3.0 4.41 14.88 30.48 3.81 92.56 14.54


6 05059700 Maple River near Enderlin, 
N. Dak.


796 3.0 4.63 15.07 65.69 6.00 192.29 37.18


7 05060500 Rush River at Amenia, 
N. Dak.


116 3.5 4.63 14.69 15.71 1.58 46.39 8.64


8 05061000 Buffalo River near Hawley, 
Minn.


325 6.2 5.44 17.71 92.78 37.50 174.80 83.65


9 05062000 Buffalo River near Dilworth, 
Minn.


975 2.6 5.26 16.85 188.01 52.40 417.12 158.37


10 05062500 Wild Rice River at Twin 
Valley, Minn.


934 4.2 5.33 18.33 245.55 90.16 498.92 217.31


11 05064000 Wild Rice River at Hendrum, 
Minn.


1,560 4.4 5.27 17.82 382.60 111.38 860.38 330.22


12 05066500 Goose River at Hillsboro, 
N. Dak.


1,093 4.1 4.68 15.56 128.21 15.09 377.00 69.51
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13 05069000 Sand Hill River at Climax, 
Minn.


420 4.8 4.81 16.90 95.82 26.64 233.12 71.70


14 05076000 Thief River near Thief 
River Falls, Minn.


985 1.9 4.41 16.50 226.78 40.33 480.41 221.84


15 05078000 Clearwater River at 
Plummer, Minn.


555 3.4 4.60 18.12 177.80 73.65 316.81 179.08


16 05078230 Lost River at Oklee, Minn. 254 4.9 4.58 18.06 73.71 19.30 166.27 63.05


17 05078500 Clearwater River at Red 
Lake Falls, Minn.


1,380 5.3 4.59 17.94 370.52 127.87 745.93 344.38


18 05079000 Red Lake River at 
Crookston, Minn.


5,270 2.2 4.62 17.89 1,446.46 805.46 2,397.75 1,385.85


19 05084000 Forest River near Fordville, 
N. Dak.


336 11.0 4.08 14.86 43.96 9.82 123.65 23.39


20 05085000 Forest River at Minto, 
N. Dak.


620 10.0 4.15 14.91 55.38 6.67 166.23 27.88


21 05087500 Middle River at Argyle, 
Minn.


255 4.3 4.27 14.74 48.57 4.94 126.29 36.40


22 05090000 Park River at Grafton, 
N. Dak.


695 6.5 3.91 14.77 68.02 4.48 221.91 26.75


23 05094000 South Branch Two Rivers 
at Lake Bronson, Minn.


422 4.0 4.36 14.61 100.80 8.56 270.73 79.63


24 05100000 Pembina River at Neche, 
N. Dak.


3,410 4.0 3.78 14.31 320.60 27.15 893.32 210.80


25 05101000 Tongue River at Akra, 
N. Dak.


160 21.7 3.68 14.63 20.64 5.42 62.66 11.04


Table 1. Basin characteristics for 27 streamflow-gaging stations in the Red River of the North Basin, North Dakota and Minnesota.—Continued


Map
number


(figure 1)


Streamflow-
gaging
station
number


Streamflow-gaging
station name


Drainage
area


(square
miles)


Main
channel


slope
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mile)


Area-
weighted


mean
winter/
spring


precipi-
tation


(inches)


Area-
weighted


mean
summer
precipi-


tation
(inches)


Annual
streamflow


(cubic
feet
per


second)


Winter
streamflow


(cubic
feet
per


second)


Spring
streamflow


(cubic
feet
per


second)


Summer
streamflow


(cubic
feet
per


second)
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26 05104500 Roseau River below South 
Fork near Malung, Minn.


424 3.3 4.56 15.98 127.35 22.92 313.44 99.33


27 05112000 Roseau River below State 
Ditch 51 near Caribou, Minn.


1,420 1.3 4.52 15.73 332.23 64.93 678.37 322.30


Table 1. Basin characteristics for 27 streamflow-gaging stations in the Red River of the North Basin, North Dakota and Minnesota.—Continued


Map
number


(figure 1)


Streamflow-
gaging
station
number


Streamflow-gaging
station name


Drainage
area


(square
miles)


Main
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slope
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mile)


Area-
weighted


mean
winter/
spring


precipi-
tation


(inches)


Area-
weighted


mean
summer
precipi-


tation
(inches)


Annual
streamflow


(cubic
feet
per


second)
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streamflow


(cubic
feet
per


second)
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streamflow


(cubic
feet
per


second)
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streamflow
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feet
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uted, random variables that have the same distribution as ε  in 


equation 4. This limit exists provided the distribution of ε  sat-


isfies certain constraints.


From equation 5, it follows that


E
YM


*


XM
---------⎝ ⎠


⎛ ⎞  
Ay


Ax
-----  ⎝ ⎠


⎛ ⎞
α Py


Px
-----⎝ ⎠


⎛ ⎞
β


 
Sy


Sx
-----  ⎝ ⎠


⎛ ⎞
γ
E 10


ηy ηx–
( )= (6)


where


E denotes the expected value.


Therefore, equation 3, multiplied by a bias-correction factor, 


E 10
ηy ηx–


( ) , is an unbiased estimate of YM
*  (given XM ).


Assuming the 27 streamflow-gaging stations could be 
treated as a homogeneous group--that is, assuming equation 5 
holds for all 27 stations--the equation was fitted to the stream-
flow data using ordinary least-squares regression. A separate 
regression analysis was performed for each of three seasons--
winter (January, February, November, and December), spring 
(March, April, and May), and summer (June, July, August, Sep-
tember, and October). Drainage area, main channel slope, win-
ter/spring precipitation, and summer precipitation were used as 
potential explanatory variables. The regression equation for 
spring streamflow was


Q̂log 1.09– 0.93 A 1.39 Pwinter/springlog+log+= (7)


where


Q̂ is the estimated spring streamflow, in cubic 
feet per second, for the site of interest.


The coefficients given in equation 7 for both drainage area and 
winter/spring precipitation were highly significant (p-values of 
less than 0.01). The remaining variables were not significant 
when drainage area and winter/spring precipitation were 
included in the regression equation. The recorded spring 
streamflow values and the fitted spring streamflow values com-
puted from the regression model are shown in figure 4
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Figure 4.     Recorded spring streamflow and fitted spring streamflow computed from the regression model with
the logarithm of drainage area and the logarithm of winter/spring precipitation as explanatory variables.


EXPLANATION


Line of equality


Minnesota stations


North Dakota stations


. The 
coefficient of determination was 89 percent. However, the 
recorded streamflow values for the North Dakota stations 
tended to be less than the fitted streamflow values, and the 
recorded streamflow values for the Minnesota stations tended to 
be greater than the fitted streamflow values.


The results of the regression analyses for the winter and 
summer streamflows were similar to the results of the regres-
sion analysis for the spring streamflow. Drainage area was the 
most significant variable for both the winter and summer 
streamflows, but summer precipitation also was a significant 
variable. The regression equations generally overestimated 
streamflows for the North Dakota stations and underestimated 
streamflows for the Minnesota stations.


To correct the bias in the residuals for the two groups of 
stations (the North Dakota stations and the Minnesota stations), 
indicator variables were included in the regression equation to 
allow both the intercept and the coefficient for Alog  to depend 
on the group. The indicator variables for the intercept were 
given by
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(8)


where
C1  and C2 are regression coefficients, and


I MN( ) is equal to zero for the North Dakota stations 
and 1 for the Minnesota stations.


The indicator variables for the coefficient for Alog  were given 
by


α α1 α2I MN( )+= (9)


where


α1  and α2 are regression coefficients.


Results from the revised regression model indicate C2  was pos-
itive and highly significant for all three seasons and α2  was not 
significantly different from zero for all three seasons. Further-
more, main channel slope, winter/spring precipitation, and 
summer precipitation were not significant variables and drain-
age area was the only significant variable. The revised regres-
sion equations--that is, the equations that include the indicator 
variables--are given in table 2


Table 2. Regression equations used to estimate log-transformed seasonal streamflow for the Red River of the North Basin, North 
Dakota and Minnesota. 


[R2, coefficient of determination; log, base-10 logarithm; Q , average seasonal streamflow, in cubic feet per second, for 1971 through 2000; C , intercept; A , 
drainage area, in square miles; the number in parentheses (0.10) is the standard error of the coefficient]


Season Regression equation
R2


(percent)


Winter (January, February, November, and December) Qlog C 0.85 Alog+=
                  0.10( )
C 1.43–=  for North Dakota stations


1The South Branch Two Rivers at Lake Branson, Minnesota, streamflow-gaging station and the Middle River at Argyle, Minnesota, streamflow-gaging station 
were included in the North Dakota group of stations for the winter season.


1


C 0.67–=  for Minnesota stations1


Spring (March, April, and May) Qlog C 0.91 Alog+=
                  0.03( )
C 0.27–=  for North Dakota stations
C 0.01–=  for Minnesota stations


Summer (June, July, August, September, and October) Qlog C 1.02 Alog+=
                  0.10( )
C 1.30–=  for North Dakota stations
C 0.83–=  for Minnesota stations


, and the fitted regression lines for 


the winter, spring, and summer streamflows are shown in 
figure 5.


The regression model with the two groups of stations sep-
arated provided a better fit than the regression model with the 
two groups of stations combined as indicated by comparing fig-
ure 4 and the middle graph in figure 5. Because potential evapo-
transpiration in the basin generally decreases from southwest to 
northeast (Stoner and others, 1993) and is highly correlated 
(negatively) with precipitation, differences in evapotranspira-
tion were not expected to cause the distinct groupings for each 
state. Therefore, basin characteristics other than main channel 
slope and precipitation (characteristics such as land cover and 
soil) may be important factors in causing the distinct groupings.


The regression equations given in table 2 indicate the esti-
mated coefficients for Alog  were less than 1 for the winter and 
spring seasons and essentially equal to 1 for the summer season. 
The use of conservation of mass considerations (Ghupta and 
Waymire, 1990) indicates the actual coefficient for drainage 
area must be less than or equal to 1. The p-values for testing the 
null hypothesis that the coefficient was equal to 1 versus the 
alternative that the coefficient was less than 1 were p = 0.07 for 
the winter season and p = 0.003 for the spring season. There-
fore, a strong indication exists that the coefficients are less than 
1, especially for the spring season. The coefficient for the sum-
mer season, although slightly greater than 1, was not signifi-
cantly different from 1. A highly significant difference (a p-
value of less than 0.01) occurred in the intercept for the North 
Dakota stations and the intercept for the Minnesota stations in 
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Figure 5.     Regression lines for winter, spring, and summer streamflows computed from the revised regression
model with drainage area as the explanatory variable.


EXPLANATION


Regression line


Minnesota stations


North Dakota stations


South Branch Two Rivers at
Lake Bronson, Minnesota


Middle River at Argyle, Minnesota
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all three seasons. Therefore, streamflow at a Minnesota station 
should not be used with equation 3 to estimate streamflow at a 
North Dakota station or vice versa. No significant differences 
occurred between the coefficient for Alog  for the North Dakota 
stations and the coefficient for Alog  for the Minnesota stations.


As shown in figure 5, the regression equations provided a 
good fit to streamflow data for the spring and summer seasons. 
For the winter season, however, the streamflow data for two 
Minnesota stations (South Branch Two Rivers at Lake Bronson, 
Minn., and Middle River at Argyle, Minn.--sites 21 and 23, 
respectively; fig. 1) were outliers when the stations were 
included in the Minnesota group of stations. Therefore, those 
two stations were included in the North Dakota group of sta-
tions for the winter season. If the stations had been included in 
the Minnesota group of stations, a significant difference would 
have occurred between the slopes of the regression lines for the 
two groups of stations, and the slope of the regression line for 
the Minnesota group of stations would have been greater than 
one. Winter streamflow for all stations was predominantly 
ground-water discharge, and the assumption could be made that 
ground-water discharge would increase less, in relation to an 
increased drainage area, than precipitation or snowmelt runoff. 


The bias-correction factor, E 10
ηy ηx–


( ) , given in equation 6 


was estimated using the nonparametric method described by 
Duan (1983). The bias-correction factor for each season was 


estimated by the average of 10
ei ej–


 for all pairs of residuals 


ei ej,( )  from the revised regression model. Computing separate 


bias-correction factors for the two groups of stations resulted in 
negligible differences, so the residuals from the two groups of 
stations were combined. The regression equations (table 2) for 
the combined groups with the bias-correction factors included 
are given by


Winter:     Qy 1.24  
Ay


Ax
-----  ⎝ ⎠


⎛ ⎞
0.85


Qx= , (10)


Spring:     Qy 1.02  
Ay


Ax
-----  ⎝ ⎠


⎛ ⎞
0.91


Qx= , (11)


and


Summer:     Qy 1.06  
Ay


Ax
-----  ⎝ ⎠


⎛ ⎞
1.02


Qx= . (12)


Although the regression equations do not fit the streamflow data 
particularly well for the winter season, the equations were 
deemed adequate because streamflow data for the winter season 
generally are rated poor because of ice conditions.


Summary


Many water-management programs require streamflow 
data for sites where no data were collected or for streamflow-
gaging stations for periods during which the gage was not oper-
ated. Methods used to estimate streamflow for sites where no 
streamflow data were collected include the drainage-area ratio 
method. To evaluate the validity of the drainage-area ratio 
method and to determine if an improved method could be devel-
oped to estimate streamflow, a multiple regression technique 
was used to determine if drainage area, main channel slope, and 
precipitation were significant variables for estimating stream-
flow. Monthly streamflows for 27 streamflow-gaging stations 
in the Red River of the North Basin and precipitation data for 90 
sites were used in the study. The period of record for each sta-
tion and each site was 1971 through 2000. The precipitation 
data were used to compute mean annual winter/spring precipi-
tation and mean annual summer precipitation for each of the 90 
sites. Winter/spring precipitation was defined as the average 
precipitation for January, February, March, April, May, 
November, and December. Summer precipitation was defined 
as the average precipitation for June, July, August, September, 
and October.


The drainage-area ratio method is based on the assumption 
that the streamflow for a site of interest can be estimated by 
multiplying the ratio of the drainage area for the site of interest 
and the drainage area for a nearby streamflow-gaging station by 
the streamflow for the nearby streamflow-gaging station. To 
simplify the evaluation and to determine if the estimated 
streamflow was an unbiased estimate of the actual streamflow, 
the average streamflow for various seasons was used rather than 
streamflow for individual months. A separate ordinary least-
squares regression analysis was performed for streamflow for 
each of three seasons--winter (January, February, November, 
and December), spring (March, April, and May), and summer 
(June, July, August, September, and October). Drainage area, 
main channel slope, winter/spring precipitation, and summer 
precipitation were used as potential explanatory variables. 
Drainage area and summer precipitation were the most signifi-
cant variables. However, the regression equations generally 
overestimated streamflows for North Dakota stations and 
underestimated streamflows for Minnesota stations. To correct 
the bias in the residuals for the two groups of stations, indicator 
variables were included to allow both the intercept and the coef-
ficient for the logarithm of drainage area to depend on the 
group. Drainage area was the only significant variable in the 
revised regression equations. The exponents for the drainage-
area ratio were 0.85 for the winter season, 0.91 for the spring 
season, and 1.02 for the summer season.
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a b s t r a c t


Continued improvements in spatial datasets and hydrological modeling algorithms within Geographic
Information Systems (GISs) have enhanced opportunities for watershed analysis. With more detailed
hydrology layers and watershed delineation techniques, we can now better represent and model land-
scape to water quality relationships. Two challenges in modeling these relationships are selecting the
appropriate spatial scale of watersheds for the receiving stream segment, and handling the network or
pass-through issues of connected watersheds. This paper addresses these two important issues for
enhancing cumulative watershed capabilities in GIS. Our modeling framework focuses on the delineation
of stream-segment-level watershed boundaries for 1:24 000 scale hydrology, in combination with
a topological network model. The result is a spatially explicit, vector-based, spatially cumulative
watershed modeling framework for quantifying watershed conditions to aid in restoration. We
demonstrate the new insights available from this modeling framework in a cumulative mining index for
the management of aquatic resources in a West Virginia watershed.


� 2008 Published by Elsevier Ltd.

1. Introduction


Spatially based investigations of stream ecosystems and their
surrounding watersheds have received increasing attention with
the expansion of Geographic Information Systems (GISs) tech-
nology and improvements in digital datasets and hydrologic
modeling techniques. GIS has made it possible to characterize
streams and corresponding watersheds by land use/land cover
and other abiotic factors, to easily delineate multiple watersheds
across large areas, and to construct increasingly spatially explicit
models of networked, hierarchical stream ecosystems at multiple
spatial scales. GIS offers many useful approaches for character-
izing and classifying watersheds and hydrologic systems, and
there are several methods of representing hydrologic features
within a GIS modeling framework (Fisher and Rahel, 2004). This
paper offers a more highly detailed cumulative stream-segment-
level watershed networking framework to address watershed
characterization and management, and applies the framework by
assessing cumulative coal mining impacts on streams in the
central Appalachians.

53; fax: þ1 304 293 3752.


Elsevier Ltd.

1.1. Background


Numerous previous studies have used GIS to quantify the
influence of land use/land cover and other abiotic factors on
streams of interest at varying spatial extents. These studies have
attempted to relate land use/land cover to instream water quality,
habitat, or biota. This is typically performed using a variety of
spatial representations of aquatic systems, characterizing land
cover along the stream, within a riparian buffer corridor along the
stream, or within the entire catchment upstream of the site of
interest (Hunsaker and Levine, 1995; Allan, 2004).


The influences of human activities and land use on stream
processes are ideally studied through extended, replicated experi-
ments on larger watersheds, however, due to time, cost, and
practicality, these interactions are more frequently studied through
the use of empirical modeling and GIS techniques (Strayer et al.,
2003). Empirical models may be designed to assess the impact of
land cover on various response variables such as nutrient flux, fish
community composition, benthic macroinvertebrates and others
(reviewed by Allan, 2004). Models have also been developed to
assess the potential impacts of future land use changes and
development-related stream alterations on stream condition (Van
Sickle et al., 2004). Additional indicators of ecological condition
besides land cover may also be considered at the watershed scale,
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such as landscape pattern, fragmentation, and connectivity (O’Neill
et al., 1997), road density and proximity (Bolstad and Swank, 1997;
Jones et al., 2001), and number of dams (Jones et al., 1997).


Specific difficulties in classifying streams by landscape variables
include the influence of many different, interconnected scale-
specific processes, impacts of historical activities such as past
mining and landscape alterations (Allan, 2004), and spatial auto-
correlation with watershed land cover indicators (King et al., 2005).
While the influence of land cover on ecological response may be
quantified at varying spatial extents (stream, riparian corridor,
watershed), the most effective statistical models of stream
ecosystems take into account the spatial scale of mechanisms
connecting land cover to ecological response (Strayer et al., 2003).


1.2. Watershed delineation


The automated mapping of watershed boundaries using GIS has
been proven to be very useful in the analysis of landscape features
and their effect on receiving water bodies (Maidment and Djokic,
2000). There are different approaches to the actual mapping and
delineation of watershed or catchment boundaries with GIS. At
a broad spatial scale, the U.S. Geological Survey (USGS) has delin-
eated a hierarchical system of watersheds (with the smallest units
known as 8-digit hydrologic cataloging units or HUCs) for 2264
surface drainage sub-basins throughout the U.S. (Seaber et al.,
1987). Additionally, the Natural Resources Conservation Service is
in the process of delineating further subdivisions of the USGS
cataloging units at the 10-, 12-, and 14-digit watershed level.
However, use of these delineated watersheds for detailed spatial
analysis is not ideal due to the relatively large size of the resulting
watersheds (even 14-digit watersheds may contain multiple
streams and tributaries at the 1:24 000 map scale), arbitrary
watershed pour point locations, and boundaries based on drainage
area thresholds. In addition to the level of detail, other consider-
ations in using watershed boundaries for watershed-based
assessments include accounting for upstream contributing area for
any stream segment of interest (cumulative watershed analysis
rather than just immediate watershed analysis) (Theobald et al.,
2005, 2006). Watersheds can also be delineated for synthetic
stream paths (e.g., Maidment, 2002), but the watersheds must be
based on arbitrary drainage area thresholds that may not always
result in a ‘‘one to one’’ relationship between the stream segment
and watershed boundary.


1.3. Spatially explicit watershed modeling


Spatially explicit models serve to view stream ecosystems as
interconnected, hierarchical systems of processes operating at
various spatial scales, not merely a set of sampling point locations
(Fausch et al., 2002). Energy sources, physical habitat, flow regime,
water quality and biotic interactions (Mattson and Angermeier,
2007) may all be considered by spatially explicit models. Spatially
explicit modeling allows for assessment of cumulative impacts of
upstream activities. Cumulative impacts on stream ecosystems can
include effects that are compounded over time (past land use
activities within the watershed) and/or space (from headwaters to
larger rivers) (Sidle and Hornbeck, 1991). Assessment of cumulative
impacts to streams from multiple land uses and point and non-
point pollution sources is a primary requirement for water quality
management practices such as Total Maximum Daily Loads (Houck,
2002). Spatially cumulative impacts from land use activities in the
headwater or upstream areas of a river network directly impact
downstream areas in many ways, including water quality, bacterial
concentrations (Bolstad and Swank, 1997), habitat degradation, and
loss of stream connectivity (Fausch et al., 2002).

Modeling streams as networked systems enables cumulative
spatial analyses. While GIS-based network models have been
created for streams as part of the ArcHydro data model (Maidment,
2002), the cumulative impacts, important for determining the
receiving stream conditions and performing restoration activities
across scales, are often ignored. Many modeling studies can benefit
from the ability to efficiently capture and accumulate upstream
landscape attributes as well as the bi-directional network linkages
for hierarchical analysis and watershed management.


Analysis of stream systems as networks in a GIS (in addition to
watershed-based analyses) has been used extensively in modeling
water quality and pollutant loadings (Wemple et al., 1996; Bhaduri
et al., 2000). Stream network characteristics such as branch
configuration, stream order, drainage density, and confluence
density have been investigated for their relationship to instream
channel morphology and habitat structure (Benda et al., 2004).
Analysis of stream systems as networks of interconnected spatial
features allows examination of impacts of activities at one location
on downstream (or upstream) locations, and can also include
measures of distance along the network (rather than straight-line
distance) (Ganio et al., 2005; Olivera et al., 2006).


Typical considerations in modeling watershed systems with GIS
include spatial scale and level of detail or specificity, the ability to
incorporate cumulative impacts of upstream activities, and the
hierarchical, networked structure of stream systems. Several recent
efforts have developed GIS-based modeling approaches to link
networked watersheds for cumulative analysis of stream systems.
Olivera et al. (2006) developed WaterNet, a vector-based, topo-
logical model of stream networks developed for the U.S. Gulf Coast.
WaterNet algorithms can perform network traces using stream
segment attribute tables, and can also calculate cumulative
parameters such as total drainage area. Theobald et al. (2005, 2006)
describe FLoWS, a set of reach catchment areas and associated GIS
tools. Reach catchment areas are defined as edge-matched poly-
gons delineated as areas draining to nearby stream reaches. Stream
reaches were defined by Theobald et al. (2005) following the
1:100 000 scale medium resolution National Hydrography Dataset
(NHD) as being sections of surface water with similar hydrologic
properties. It is important to note that NHD ‘‘reach’’ features are
typically, but not always, equivalent to unique stream segments
between stream confluences (USGS, 2000). Related analytical tools
developed by Theobald et al. (2005, 2006) include the ability to
navigate upstream or downstream along the hydrologic network,
and the ability to calculate cumulative values for variables calcu-
lated at the reach catchment level (such as total cumulative
drainage area, etc.). FitzHugh (2005) presents a similar application
of the medium resolution NHD with reach catchments, and applies
the results with a comprehensive tool to evaluate watershed
condition and conservation priorities. NetMap (Benda et al., 2007)
also applies a networked watershed-based approach with an even
more comprehensive GIS toolset, including aggregation of water-
shed indices at different levels of detail. NetMap functions include
calculations mainly related to erosion, sedimentation, flow, and
channel morphology.


1.4. Approach


While each of these approaches integrates delineated water-
sheds and stream network structure within GIS, our goal was to
build upon these approaches by extending the networked water-
shed and cumulative analysis functions in several ways: the use of
higher resolution data inputs, use of a true segment-based (rather
than NHD reach-based) watershed–stream linkage, and application
of the results to a new index of cumulative mining impacts. This
paper provides a methodology for building a spatially explicit
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networked watershed model based on 1:24 000 scale stream
segments and demonstrates the insights learned from calculating
cumulative landscape variables important to watershed manage-
ment. Our approach provides a high resolution, spatially explicit
methodology with a 1:1 linkage between stream segments and
delineated watersheds. We have mapped the surface drainage from
the landscape to each segment in a stream network. At this detailed
level of analysis, a single stream segment will have a unique
watershed boundary (Fig. 1).


A simple surface mining index is calculated using GIS for
watersheds in West Virginia and then summed cumulatively to
identify downstream impacts and restoration opportunities at
multiple scales. We believe this approach is very applicable to other
studies and applications of cumulative indices and provides addi-
tional insight into watershed management.


2. Methodology


2.1. Segment-level watershed delineation


Our watershed delineation process consisted of finding stream-
segment-level watersheds, similar to the reach catchment areas
described by Theobald et al. (2005). The sources or pour points for
our delineated watersheds were the stream segments between
junctions for the 1:24 000 scale (high resolution) NHD.


Elevation mapped as digital elevation models (DEMs) can be
used in hydrological analysis and watershed delineation using
Geographic Information System (GIS) procedures. This has been
discussed in detail by Jenson and Domingue (1988), Tarboton et al.
(1991), Saunders (1999), Maidment and Djokic (2000), and Maid-
ment (2002), among others. Our approach generally followed the
recommendations of these authors, but instead of computing
synthetically derived streams from the topography to drive the
watershed delineation, we used the NHD 1:24 000 streams, avail-
able nationwide within the U.S. This is an important difference for
three main reasons. First, by using the mapped streams for water-
shed delineation, we eliminated any bias or subjectivity associated
with selecting a drainage area cutoff or threshold in which to derive
a stream layer from the flow accumulation grid (Jenson and Dom-
ingue, 1988). When a drainage area threshold is used to delineate
streams, the same numeric value is typically used for the entire
study area, which does not consider other factors that may influ-
ence whether the stream is actually present. When using the same

Fig. 1. Stream segments and wa

stream lines that are present on a 1:24 000 topography map (as is
the case with the NHD in West Virginia), we are using the most
consistently mapped streams dataset available for the entire state,
most closely conforming to USGS mapping standards. Second, by
using an accepted stream dataset, mapped streams will more likely
conform with regulatory language dealing with impaired streams
and/or streams not meeting designated uses. Resource managers
benefit from the use of a consistent, accepted stream dataset. And
third, the NHD 1:24 000 stream data model already contains
tabular flow network and connectivity information for network
modeling. When the watersheds are delineated and attributed with
the streams to which they correspond, a complete watershed
network model becomes available. Limitations of the mapped
streams in the 1:24 000 NHD include streams that have subse-
quently been altered by activities such as road construction or
mining, and streams that were inaccurately mapped in the first
place.


We define stream segments, our smallest unit of analysis, as
mapped NHD ‘‘flowline’’ stream line segments between stream
confluences. By contrast, in the NHD data model, an individual
stream ‘‘reach’’ feature may consist of multiple line segments, and
may include more than one stream confluence, depending on
application of NHD reach delineation rules to tributary streams.
Therefore, we did not use NHD reach features to delineate water-
shed pour points, because we wanted watersheds specific to each
segment. Instead, we identified segments using the NHD ‘‘flowline’’
features. Braided segments were removed and limited to the main,
named stream channel in the NHD.


The elevation data was obtained from a 3-m digital elevation
model (DEM) (1/9th arc second) National Elevation Dataset (NED)
available for West Virginia (USGS, 2006). The elevation dataset was
‘‘hydrologically corrected’’ in two steps. The first step was to
resample the 3 m DEM to 9 m to aid in processing and to preserve
a 1:24 000 scale product. The NHD streams were also converted to
a raster at 9 m to preserve detail and stream complexity. Raster
streams were thinned as recommended by Maidment (2002).
Second, after filling sinks in the elevation dataset, all off-stream
cells in the elevation dataset were raised by 3 m. The value of 3 m
was chosen due to the DEM’s horizontal accuracy of 5 m and
vertical posting accuracy of 3 m (USGS, 2006) and was consistent
with approaches by Franken (2004) and Kost et al. (2002) for areas
with varied terrain. This process, referred to as ‘‘burning in’’
streams, ensures more accurate flow direction across the surface.

tersheds for each segment.
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The next step was to calculate a flow direction grid in GIS using the
ArcGIS software and Spatial Analyst extension (ESRI, 2006). From
the flow direction grid, watersheds were delineated for each of the
stream segments at pour points. Pour points were used in an
automated routine to outline the drainage area for each individual
segment, followed by a small amount of manual editing within the
GIS software to produce a final map of basin-wide segment-level
watersheds, with one watershed per stream segment. Segment-
level watersheds allow examination of landscape factors that may
directly influence individual stream segments. This approach also
assures a one to one mapping of stream segment to watershed
boundary for analysis. Fig. 2 shows the delineated watersheds for
the Cheat River 8-digit HUC. There are a total of 3940 segment-level
watersheds in this 8-digit HUC which average 0.93 km2 in size.

Fig. 2. Delineated segment-level watersheds fo

2.2. Linking the segment-level watersheds


With segment-level watersheds, we now had a unit of analysis
that would enable us to capture the landscape to stream interac-
tions at a one to one basis. To effectively account for flow direction
or the contributions of ‘‘pass-through’’ watersheds to other
watersheds, we needed to link them for cumulative analysis. The
USGS NHD stream model contains attributes for each segment
based on flow direction. We used the NHD segment-based tabular
stream flow data to develop a network of the watershed’s flow
connectivity, assigned attributes to the watersheds based on the
stream’s NHD reach code, and constructed a watershed-based flow
table to approximate the flow network between watersheds. The
flow table model lists each watershed flowing into or out of any

r the Cheat River 8-digit HUC watershed.
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given watershed, as well as headwater watersheds and outlets.
Fig. 3 is an example of the flow table for a subset of watersheds.
Watersheds labeled as ‘‘start’’ are headwater watersheds and those
labeled as ‘‘in’’ are part of the pass-through network.


The watershed dataset, together with the related flow table
model, allows us to perform many watershed network-based
analyses, including identification of watersheds upstream or
downstream from a given location. Computer code written in
Visual Basic for Applications within ArcGIS version 9.2 (ESRI,
2006) was used to automate the analysis of the linked watersheds.
The computer code allows us to quickly calculate new landscape
attributes for the watersheds within the GIS. The automated
procedures can be used to determine cumulative area for any
watershed (area of all upstream watersheds), as well as any other
cumulative measures. This enables us to derive many unique
cumulative variables such as the assimilative capacity of water
quality and make explicit predictions of biological condition and
vulnerability from potential threats. Additional code was also
written to enable calculation of distance along stream flow path

Fig. 4. Location of the Cheat River 8-digit hydrological u

(on/off-stream) to the closest upstream or downstream feature of
interest. For example, for each segment-level watershed, we were
able to determine the distance to the closest upstream mining
related features, if any (such as coal seams, abandoned mine lands,
etc.).


3. Application


3.1. Study area


The study area selected to demonstrate our modeling approach
was the Cheat River 8-digit HUC watershed located in north-central
West Virginia (Fig. 4). The Cheat is a large (3678 km2) headwater
watershed that has a long history of coal mining activity which
includes both surface and deep mines (Anderson et al., 2000). A
significant source of pollution in many coal-producing regions of
the northeastern U.S. is acid mine drainage (AMD), produced from
the exposure of coal seams or mining wastes to oxygen and water
(Peck et al., 1979). AMD is a problem in the Cheat River watershed

nit code watershed in north-central West Virginia.
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where up to 26 stream segments are listed as impaired in the lower
drainage of the Cheat River from coal mining and related activities
(WVDEP, 2006). Acidification of surface waters from these causes
has been linked to species losses and altered fish distributions in
acid-impacted streams (Carline et al., 1992; Pinder and Morgan,
1995). In the Cheat basin, the water quality of the lower 1255 km2


of the watershed has been negatively impacted from the spatial
distribution of coal mining (WVDEP, 2006) and therefore was the
focus of our analysis. To aid in restoration management efforts for
the Cheat River watershed, we sought to characterize each indi-
vidual segment-level watershed by the total area of upstream
mining related features.


3.2. Mining index development


The mining features analyzed included coal seam outcrops,
mine permit boundaries, abandoned mine locations, and bond

Fig. 6. Mining index for the segment-level and 12

forfeiture sites. The coal seam outcrops were mapped from a series
of county-based geologic maps from the West Virginia Geological
and Economic Survey (Sisler and Reger, 1931). We only included the
mapped acidic coal seams that contribute to acid mine drainage
related issues. These included the Bakerstown, Lower Kittanning,
Pittsburgh, Sewell, Upper Freeport, and Upper Kittanning seams.
The mine permit boundaries, abandoned mine locations and bond
forfeiture sites were obtained from current on-line digital data-
bases maintained by the West Virginia Department of Environ-
mental Protection (WVDEP, 2004).


All mining datasets were clipped to the study area and analyzed
using appropriate GIS techniques. We computed a number of values
designed to determine the intensity and geographic position of
mining in relation to each segment-level watershed.


A watershed Mining Index (MI) score was developed to quantify
the intensity of mining in each watershed by computing the sum of
all outcrop lengths within the watershed, divided by the total
length of mapped streams in the watershed. The mining index (MI)
combined information on coal geology and known mine activity
and was calculated as:


MI ¼
��


CMDi
max CMD


þ CODi
max COD


�
=2
�
� 100


where CMDi is the cumulative mine density of segment-level
watershed i, which was calculated as the cumulative mine area
draining to segment-level watershed i divided by the cumulative
drainage area of segment-level watershed i. max CMD is the
maximum cumulative mine density observed in the entire water-
shed. CODi is the cumulative coal outcrop density of segment-level
watershed i, which was calculated as the cumulative outcrop length
of segment-level watershed i divided by the cumulative stream
length draining to segment-level watershed i. max COD is the
maximum cumulative outcrop density observed in the watershed.

-digit HUCS for the lower Cheat watershed.
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The mining index calculation results in a value for each segment-
level watershed in the study area that varies between zero and 100.
The MI can be interpreted as a percentage of the highest possible
mining intensity in the watershed. A segment-level watershed with
no outcrops draining to it and no known mine areas upstream will
have an MI value equal to zero. An MI value of 100 would represent
a segment-level watershed that possesses the maximum known
mine and outcrop densities. For each segment-level watershed, we
calculated the cumulative area for mining polygon features and the
cumulative length for coal seam line features.


Coal outcrop length was included in our index because there is
a higher level of uncertainty in the mine data than in the coal
outcrop data. Permitted mine sites are well mapped; however,
abandoned mine lands are not. There presumably are numerous,
small, old mines throughout this region that predate mining laws
and mine mapping efforts of the West Virginia Department of
Environmental Protection. An index that used coal outcrop data
only would also be inappropriate, because not all coal seams have
been mined to the same extent. Consequently, given that nearly all
accessible coal (e.g., coal seams with surface outcrops) has been
mined to various degrees, we believe that including coal outcrop
data along with mine data provides the best measure of the ‘‘likely’’
degree of mining activity within a given drainage area.


4. Results


In addition to assessing results at the segment-level watershed
scale, we also aggregated results up to the Natural Resource
Conservation Service (NRCS) 12-digit Hydrologic Unit Code
(‘‘12-digit HUC’’) watershed scale within the lower Cheat River
watershed (NRCS, 2008). As an example of management insights at
various watershed scales, the mining intensity for the segment-level
watersheds was summed for each 12-digit HUC by dividing the sum
of the weighted mining intensity by the sum of the stream lengths.


Fig. 5 demonstrates the relationship between segment-level
watershed mining intensity and mining intensity at the 12-digit
HUC scale. Each symbol represents a specific segment-level
watershed in the Cheat River drainage. The important distinction is
that relatively ‘‘good’’ segments (i.e., segments with low mining
intensity) are found across the full range of watersheds, from those
with low impact (i.e., low 12-digit HUC mining intensity) to those
characterized by high levels of regional impact.


Fig. 6 illustrates the distribution of low to high mining intensity
segment-level watersheds embedded within low to high mining
intensity 12-digit HUC watersheds within the Cheat River system.
Visualizing streams in this manner allows for their classification on
the basis of both local and regional conditions. For example, good
condition streams located within heavily impacted regions (i.e., low
segment-level mining intensity within high 12-digit HUC mining
intensity) and poor condition streams within good condition
watersheds (i.e., high segment-level mining intensity within low
12-digit HUC mining intensity).


5. Conclusions


This paper addressed two important issues for enhancing
cumulative watershed capabilities in GIS. Our modeling framework
focused on the delineation of segment-level watershed boundaries
for 1:24 000 scale hydrology in combination with a network model
to examine effects cumulatively. The result is a spatially explicit
cumulative watershed modeling framework for quantifying
watershed conditions to aid in restoration. We demonstrate the
new insights available from this modeling framework in a cumu-
lative mining index to aid in the management of aquatic resources
in a West Virginia watershed.

The linked segment-level watersheds allowed us to calculate
cumulative variables for the mining index. In our study area
example, the results also provide insights into the implications of
watershed management at various scales. The characterization of
the larger 12-digit HUC sub-watersheds allows us to place streams
in a regional context which may correspond more closely with
stream management activities such as prioritization for reclama-
tion. At both spatial scales, we can characterize impacts to streams
in multiple ways. Impacts found directly within the watershed can
include the cumulative impacts to stream segments from upstream
land uses and location and position of features along the stream
network (including distance from potentially affected segments).
The use of the two watershed scales provided an applied example
of a networked watershed framework for stream condition evalu-
ation within stream systems impacted by various detrimental
disturbances.


Local fish community organization is determined by local and
regional conditions. Consequently, predicting the local community
depends on knowledge of both local and watershed scale condi-
tions. Martin (2004) showed that brook trout (a coldwater species)
and smallmouth bass (a warmwater species) tend to co-inhabit
coolwater streams that are in close proximity of both warm- and
coldwater habitats. Brook trout typically are absent from coolwater
streams that are isolated from coldwater habitats, and smallmouth
bass are absent from coolwater streams that are isolated from
warmwater habitats.


Freund and Petty (2007) demonstrated that stream fish diversity
is influenced by local water quality and the general quality of
streams within the drainage network. Streams with good water
quality located in highly degraded watersheds possessed lower
species richness than good streams located within good water-
sheds. Combined, these studies illustrate the value of quantifying
house (i.e., local stream segment) conditions within the context of
neighborhood conditions (i.e., conditions at the 12-digit HUC
watershed scale). For example, a high quality stream (house) within
a poor quality watershed (neighborhood) is expected to have a fish
community that differs from a high quality stream located in a high
quality watershed. The effectiveness of stream restoration projects
on local conditions will depend on the watershed scale context of
the restoration activities. McClurg et al. (2007) demonstrated that
the effectiveness of acidic stream restoration was maximized when
efforts focus on restoring drainage networks rather than isolated
stream reaches. This is analogous to focusing efforts on ‘‘neigh-
borhood’’ rather than ‘‘house’’ restoration. Optimal restoration
strategies must consider local restoration actions within a regional
watershed scale context.


Our modeling technique provides an efficient method for inte-
grating landscape and instream attributes across multiple spatial
scales. The technique provides a method for visualizing local
stream attributes within a watershed scale context (i.e., a ‘‘neigh-
borhood–house’’ view of aquatic ecosystems), which should facil-
itate understanding how local and regional processes interact to
influence stream communities as well as our ability to design
effective aquatic resource restoration programs.


The future opportunities to apply this approach to other land
use and water quality issues can allow managers to more accurately
describe the interactions at both a local immediate receiving
stream and the networked or downstream cumulative impacts for
improved watershed management.
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Abstract


Landscape characteristics and parcel ownership information are often collected on different spatial scales leading to difficulties in


implementing land use plans at the parcel level. This study provides a method for aggregating highly resolute landscape planning


information to the parcel level. Our parcel prioritization model directly incorporates a Land Trust’s conservation goals in the form of a


compromise programming model. We then demonstrate the use of our approach for implementation decisions, including parcel selection


under a budget constraint and the estimation of a total conservation budget necessary to meet specific conservation goals. We found that


these cost constraints significantly alter the composition of the ‘best’ parcels for conservation and can also provide guidance for


implementation. The model’s results were integral to a local Land Trust’s ability to further define and achieve their goals.


r 2006 Elsevier Ltd. All rights reserved.
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1. Introduction


Much attention has been focused in the literature on how
land use change can affect climate, biodiversity, regional
economies, and social well-being (Beinat and Nijkamp,
1998; Watson et al., 2000; Theobald and Hobbs, 2002;
Mannion, 2002). Specific conservation plans are needed to
guide efforts to protect productive ecological systems,
conserve native biological diversity and associated ecolo-
gical processes, and maintain wild species of interest (Davis
et al., 2003). Various conservation planning frameworks
have been developed to address these issues at different
spatial scales (Noss, 2000; Steinitz, 1990; Kautz and Cox,
2001; Groves et al., 2002; Greer, 2004; Wear et al., 2004;
Hulse et al., 2002). In these frameworks and others, the
typical approach is to evaluate land use alternatives and
conservation targets at broad landscape levels ranging
from a county to an entire ecoregion.

e front matter r 2006 Elsevier Ltd. All rights reserved.
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At these regional extents, implementation of the alter-
natives or the conservation targets is often not discussed.
For example, Cowling et al. (2003) proposed a framework
for protecting biodiversity, but they did not evaluate how
to implement their strategies. Hyman and Leibowitz’s
(2000) framework for prioritizing land for ecological
protection and restoration provides important regional
perspectives to conservation issues, but it does not address
the important issue of implementation at local scales. The
Nature Conservancy uses a seven-step conservation plan-
ning framework that identifies conservation elements and
generates a list of priority sites, but they essentially ignore
issues related to the implementation of their framework
when selecting specific parcels for protection (Groves et al.,
2002). Greer (2004) provides valuable lessons learned from
5 years of implementation of conservation planning to
protect endangered, threatened, and other sensitive species
at the landscape level but does not discuss how to prioritize
properties for conservation at the parcel level.
One of the reasons for few local or parcel level


implementation studies is that at the regional extent, the
identified areas for conservation are likely to cover or
extend over a large number of parcels. In this case, a simple



www.elsevier.com/locate/jenvman





ARTICLE IN PRESS
M.P. Strager, R.S. Rosenberger / Journal of Environmental Management 82 (2007) 290–298 291

spatial overlay in a geographic information system (GIS)
can identify the parcels and ownership information for
implementation.


When the identified areas for conservation are at a scale
that is smaller than parcels, aggregation to the parcel level
must be performed. How the aggregation should be done
and how to include additional parcel criteria such as size,
adjacency, etc. are important questions in implementation.
Because higher resolution priority landscape areas have
natural or continuous boundaries, they will rarely if ever
correspond exactly in size and shape to ownership or other
political boundaries such as parcels. As spatial data layers
continue to become more available and at finer resolutions,
aggregating up to the parcel scale will become even more
common.


This paper addresses aggregating highly resolute spatial
data to the parcel level when this is the appropriate
scale for conservation planning. Our method integra-
tes GIS/spatial analysis, a compromise programming
model, and an economic framework as a tool to aid in
parcel comparisons. We illustrate our method by apply-
ing it to the circumstances of an actual Land Trust in
the Cacapon River Watershed of West Virginia. We
conclude by evaluating our approach under four main
implementation questions: (1) Do high-priority areas
identify locations with multifunctional characteristics
and represent the land conservation goals and objectives?
(2) How successfully were the high-priority areas aggre-
gated to parcels for easement selection? (3) Where are the
‘‘best’’ parcels that fit a conservation budget? (4) How large
of a conservation budget is needed to meet a goal of
protecting large, contiguous, high-priority areas in the
watershed?

2. Method


Our model consists of three components—multicriteria
analysis, compromise programming, and cost evaluation
(Fig. 1). Parcel level prioritization is essentially a multi-
criteria analysis problem (Malczewski, 1999). The common
procedure for solving multicriteria problems is the integra-
tion of an evaluation matrix with a vector consisting of
weights corresponding to the assigned priority of the
criteria (Jankowski and Richard, 1994; Carver, 1991). The
evaluation matrix E and weight vector W can take the

Parcels


Priority areas


Evaluation Criteria:


• multi functionality


• size


• adjacency to
protected areas


• maintain corridors


Evaluation 
Payoff Mat


Fig. 1. A parcel prio

following forms:


E ¼


f 1l � � � f 1j


..


. ..
.


f il � � � f ij


2
6664


3
7775, (1)


W ¼ ðw1;w2; . . . ;wiÞ,


where fij is the evaluation score, J is the set of alternatives,
and I is the set of criteria. Each value is expressed with
respect to the ith criterion. The basic form of the objective
function can be depicted in matrix notation:


A1


..


.


Aj


2
664


3
775 function of


f 1l � � � f 1j


..


. ..
.


f il � � � f ij


2
6664


3
7775 and


w1


..


.


wi


2
664


3
775, (2)


where Aj is the score for alternative J.
One of the many solving algorithms in the multicriteria


literature that can be used to find a possible set of solutions
is compromise programming. Compromise programming
identifies non-dominated solutions under the most general
conditions, allows specified goals, and most important,
provides an excellent base for interactive programming
(Tecle et al., 1988a). The concept of non-dominance is used
in compromise programming to select the best solution or
choice of alternative. A solution is said to be non-
dominated if there exists no other feasible solution that
will cause an improvement in a value of the objective or
criterion functions without making a value of any other
objective function worse (Tecle and Yitayew, 1990).
The ‘‘best’’ alternative from Aj may not contain the most


preferred values for all objectives; it is a compromise
solution that is better than all other feasible combinations.
In compromise programming, the ‘‘best’’ solution is
defined as the alternative that minimizes the distance from
a goal point (often the ideal point is used) to the set of
efficient solutions (Gershon and Duckstein, 1983; Romero
and Rehman, 1989; Zeleny, 1982). Compromise program-
ming algorithms have been used in many different multi-
criteria evaluation applications, including preference
ranking of irrigation technologies (Tecle and Yitayew,
1990), water resource system planning (Duckstein and
Opricovic, 1980; Gershon and Duckstein, 1983), develop-
ing forest watershed management schemes (Tecle et al.,

and
rices


Compromise
Programming
Solving Algorithm


Cost Framework


Ranking
of
Parcels


ritization model.
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1988a), selecting wastewater management alternatives
(Tecle et al., 1988b), defining hydropower operations
(Duckstein et al., 1989), and river basin planning (Hobbs,
1983).


An ideal solution for the compromise programming
algorithm, as defined by Tecle and Yitayew (1990), is the
vector of objective functions’ values, f � ¼ ðf �1; f


�
2; . . . ; f


�
I Þ,


where the individual maximum values for a criterion i, fi
*,


and minimum or worst value for criterion i, fi
**, are


determined using


f �i ¼Maxðf ijÞ; i ¼ 1; 2; . . . ; I and j ¼ 1; . . . ; J, (3)


f ��i ¼Minðf ijÞ; i ¼ 1; 2; . . . ; I and j ¼ 1; . . . ; J. (4)


The ideal point in a compromise programming proce-
dure defines a reference point for evaluating the compara-
tive performances of the different alternatives to achieve
the desired objectives. The alternative that attains a
solution ‘‘closest’’ to the ideal point becomes the most
preferred alternative. The degree of closeness of a solution
to the ideal point, f *, is determined using a standardized
family of Lp metric values (Tecle and Yitayew, 1990). The
Lp metric as a compromise solution with respect to p can be
expressed as


Min LpðAjÞ �
XN


i¼1


ðW iÞ
ðf �i � f ijÞ


ðf �i � f ��i Þ


� �p
" #1=p


8<
:


9=
;, (5)


where Lp(Aj) is the distance metric as a function of the
decision alternative Aj and the parameter p (Tecle and
Yitayew, 1990). Wi is the standardized form of the criterion
weight, wi, and represents the decision maker’s relative
preference structure among the i criteria where the sum of
the criteria weights equal one. The symbol, fi


*, represents
the ideal or best value for criterion i as described in (3). The
notation, fi


**, is the minimum or worst value for criterion i


as described in (4).
In (5), the parameter p can have values from zero to


infinity and represents the concern of the decision maker
over the maximum deviation (Tecle and Yitayew, 1990;
Duckstein and Opricovic, 1980). The larger the value of p,
the greater the concern becomes. For p ¼ one, all weighted
deviations are assumed to compensate each other perfectly.
For p ¼ two, each weighted deviation is accounted for in
direct proportion to its size. As p approaches the limit of
infinity, the alternative with the largest deviation comple-
tely dominates the distance measure (Zeleny, 1982). To
solve the multicriterion problem using the compromise
programming algorithm, the vectors of ideal point values
f *, and worst values, f **, are determined using (3) and (4)
from above. These values are then used in (5) to compute
the Lp distance values from the ideal points. The preferred
alternative has the minimum Lp distance value for each p


and weight set that may be used. Thus, the alternative with
the lowest value for the Lp metric will be the best
compromise solution because it is the nearest solution with
respect to the ideal point. The parameter p acts as a weight

attached to the deviations according to their magnitudes.
Similarly Wi becomes the weights for various deviations
signifying the relative importance of each criterion
(Romero and Rehman, 1989).
The evaluation matrix represents particular values of an


ownership parcel in terms of the criteria. In order to
evaluate the matrix, the values for each criterion are
normalized to a zero to one scale. This transformation
allows for the combination of the criteria by creating a
standardized dimensionless scale. After the transformation
to the standardized ranges, the data is referred to as a
payoff matrix (Tecle and Yitayew, 1990).
The previously discussed compromise programming


model assumes that all parcels can be eventually secured
with easements. However, a conservation group typically
must work within a budget constraint when securing
parcels. Cost plays an important role in the selection of
parcels that effectively and efficiently meet a group’s goals.
An important implementation decision is how to select
parcels that maximize conservation objectives with a
limited budget.
One traditional economic approach to evaluating alter-


natives is a cost benefit approach. A cost benefit approach
can be useful in ranking projects, evaluating alternatives to
meet a performance level, or determine the optimal output
level of an operation (Layard, 1994). Beinat and Nijkamp
(1998) note how cost benefit analysis can be an effective
evaluation methodology and extremely valuable when
complemented with other evaluation approaches. The cost
benefit approach can be reduced to a cost-effectiveness
analysis when it is impractical or impossible to derive
monetary estimates of benefits; i.e., locating the least cost
approach to secure a level of benefits (Munda, 1996;
Hughey et al., 2003).
The approach we propose is similar to the non-parcel


approaches used by Hyman and Leibowitz (2000), Davis
et al. (2003), and Machado et al. (2003). The top ranked
parcels from the compromise programming model become
the set of possible investments or an index for benefits.
Because conservation groups pursue easements at the
parcel level, a conservation investment in a site is the
easement price. The objective function can be defined as
maximizing conservation value that remains for a given
time in the future by investing a fixed level of conservation
funds to protect a set of parcels. Expressed in notation
format,


Maximize
X


i
V iðX ij Criterion 1; 2; 3; 4Þ


Subject to
X


i
X iCipY , ð6Þ


where Vi is the parcel conservation value at site i, Xi is the
decision variable that identifies whether site i was selected
or not, Ci is the easement price for parcel i and Y is the
budget constraint. The compromise programming ranking
can be used as a proxy for parcel conservation which then
could be evaluated as possible investments.
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3. Application


To apply our proposed model requires spatially refer-
enced digital parcel boundaries acquired from West
Virginia Department of Tax and Revenue (West Virginia
Department of Tax and Revenue (WVDTR), 2005) and
mapped high-priority landscape areas (discussion follows
in Section 3.1). From these GIS data sets we were able to
create a matrix of the evaluation criteria for each parcel.
Two of the criteria (parcel size and adjacency to already
protected areas) were easily calculated within the GIS for
each parcel. Calculating multifunctionality and contiguous
high-valued areas for each parcel required more sophisti-
cated overlay and spatial analysis techniques in raster-
based software (Environmental Systems Research Institute
(ESRI), 1999).

3.1. Study area


We apply our method to the 2178 km2 Cacapon River
Watershed in West Virginia (Fig. 2). The Cacapon and
Lost River Land Trust (hereafter Land Trust) has been
conserving land in this watershed since 1995. However,
their reactive approach to acquiring conservation ease-
ments has resulted in the conservation of small, fragmented
areas in the watershed. In order to become more proactive,
they identified the need for a method to aid in selecting
parcels for conservation easements within the watershed.


Based on input from local stakeholders and technical
experts, the Land Trust identified specific objectives and
evaluation criteria (attributes) for targeting land for
conservation. These objectives were to protect land with
agricultural, forestry, water quality, and rural heritage
characteristics. From these objectives 37 evaluation criteria
were defined which consisted of criteria such as prime
farmland soils, large contiguous forest tracts, streams with
adequate riparian vegetation, and culturally or historically

Fig. 2. Cacapon River Watershed in West Virginia.

significant sites (Strager, 2002). Other studies have used
criteria such as conservation hubs and corridors, interior
forests, umbrella species, biodiversity hotspots, roadless
areas, and others (Betrus, et al. 2005, Kiester et al. 1996,
Wear, et al. 2004, Fahrig, 2001, Theobald, et al. 1997).
GIS was used (Environmental Systems Research In-


stitute (ESRI), 1999) to score each location or 20m grid
cell for its relative conservation value (see Strager (2002)
for a detailed description of the process). Using GIS is a
typical exercise to score map layers and prioritize spatial
areas (Johnson, 1995). The layers are often represented in a
GIS raster model as gridded cells and combined to identify
higher or lower priority areas as a suitability map (Pressey
and Nicholls, 1989; Eastman, 1995).
The process combined the spatial data sets which


represented each of the criteria using an additive linear
weighted model approach within the GIS. Four category
maps were created to show high-priority areas for
agriculture, forestry, water quality and rural heritage.
Combining all four maps produced a suitability mapping
of priority landscape areas for conservation (Fig. 3).
Suitability for each area is therefore a function of the
preference weights and GIS spatial data. This approach is a

Highest priority lands
Preferred lands
Lower priority lands


-10 0 10 20 Kilometers


Fig. 3. Priority landscape areas for conservation.
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Highest priority lands
Preffered lands
Lower priority lands


-2 0 2 4 Kilometers


Fig. 4. Spatial difference between priority landscape areas for conserva-


tion and parcels.
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popular method for combining raster data within a GIS
(Eastman, 1995; Malczewski, 1999). However, high-prior-
ity mapping was at a resolution (a pixel) much smaller than
the implementation scale (a parcel) (Fig. 4). The need to
make parcel level implementation decisions for conserva-
tion forced us to develop additional criteria. Four parcel
evaluation criteria were used in combination with the high-
priority landscape areas.

(1)

 Size: The Land Trust determined that it requires nearly
as much time and effort to protect a 2 ha parcel as one
that is 600 ha. However, larger parcels may require
additional costs in monitoring for easement compliance
by landowners. The Land Trust is willing to make the
size vs. monitoring cost tradeoff since they can more
easily defend purchasing easements covering large
areas. Smaller parcels would have to be of exceptional
value and quality for them to be justified over a much
larger parcel.

(2)

 Adjacency: To decrease fragmentation, it is important
to protect parcels that are adjacent to existing
easements or public land.

(3)

 Multifunctionality: Parcels that support more than one
targeted characteristic (agriculture, forest, rural heri-
tage, and water quality) provide the broadest range of
social and ecological services. The Land Trust wanted

their implementation decisions to account for parcels
providing multiple conservation services. For example,
a parcel with a high-priority score from forest, rural
heritage and agriculture evaluation criteria would be
preferred over a parcel with a high-priority score from
just the agriculture criteria. This multifunctional
evaluation criterion would reward parcels that inter-
sected high-priority areas that were a function of three
or all four of the targeted characteristics. Spatial
analysis operations within a GIS provided the tools
to calculate the percentage of parcel area that had three
or four of the targeted characteristics. This information
was recorded for each parcel and stored in the
evaluation matrix.

(4)

 Contiguity: Contiguous areas provide many ecological
benefits over smaller, isolated areas (Fahrig, 2001;
Kareiva and Wennergren, 1995; Andren, 1994; Groves
et al., 2002). Thus it is important to identify parcels that
have the ability to protect and expand these rare large
corridors of important features. Expanding the reserves
can provide an important assurance toward future
preservation (Cowling et al., 2003). To calculate a
parcel score for this criterion, we used GIS to spatially
find contiguous regions of high-priority areas. Parcels
that intersected these large contiguous regions were
assigned the total area of the region they intersected.
For example, if a parcel intersected a contiguous 7 km2


region, it would be assigned a 7 for its spatial pattern
score. This criterion rewards those parcels that are part
of large connected high-priority areas.

Values for each criterion in the evaluation matrix were
normalized to a 0–1 range to create a payoff matrix with 1
being the highest or best value for a criterion across all the
parcels. Using the values from the payoff matrix as fij and
the maximum (best) and minimum (worst) values for each
criteria using Eqs. (3) and (4), the compromise program-
ming Eq. (5) was run for parameter values of p ¼ 1 and 2
with equal weights of 0.25 for each of the four criteria. The
highest ranked parcels will have the lower LpðAjÞ metric
score.
Parcel conservation value was calculated with the


compromise programming model, which provided a rank
ordering of all parcels. These parcels could then be
evaluated as possible investments. However, easements
are not costless. There were insufficient easement purchases
in this watershed to allow a regression-based approach.
Instead, the average price per hectare from past easement
purchases in the watershed is assumed to equal future
easement prices. In the Cacapon Watershed, the average
conservation easement price was $365(USD)/ha for full
parcel easements. Sub-parcel easement costs are typically
higher due to increased complexities and costs in their legal
structure and monitoring. It should also be noted that the
$365(USD)/ha easement price is an index and obviously
varies across parcels being evaluated. For example, land-
owner characteristics and willingness to aid in conservation
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Table 1


Top ten parcel rankings and projected easement acquisition costs


Parcel ID Rank when p ¼ 1 Rank when p ¼ 2 Sum rank Final rank Average Lp(Aj) value* Easement cost


352 1 1 2 1 0.96119 $237,573


1292 2 2 4 2 1.13573 $393,291


885 3 3 6 3 1.20247 $950,584


1257 4 4 8 4 1.29915 $46,382


1646 5 7 12 5 1.29758 $44,938


1367 6 10 16 6 1.33778 $17,690


1254 7 12 19 7 1.35734 $10,023


884 8 13 21 8 1.40108 $12,867


353 9 14 23 9 1.45686 $9,209


2 10 15 25 10 1.45511 $9,967


*From Eq. (5) for p ¼ 1 and 2.
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may constitute more land being donated that would reduce
the conservation cost per hectare for a particular parcel.

Fig. 5. Top parcel locations numbered in priority order.

4. Results


It should be noted that the parcel rankings provided in
this paper are based on equal weights for each of the four
criteria. This decision was driven by the desire of the Land
Trust to consider the parcel size, adjacency, multifunction-
ality, and contiguity criteria equally important. A different
set of weights may lead to a different ranking of the
parcels. Because criteria weights were equal, we tested the
robustness of the parcel rankings by using different
parameter values of p in Eq. (5). The top parcels for each
run of p ¼ 1 and 2 were then rank ordered to arrive at a
final top ten and summarized in Table 1. The locations of
the top ten ranked parcels are shown in Fig. 5.


With the information on the ranked parcels the Land
Trust could select the highest ranked parcels from Table 1
until their budget constraint is fully expended. Assuming
easements are established on the parcels for the budget
year, the new protected areas are noted and the compro-
mise programming model is iterated with the new
information to generate another listing for the following
years’ rankings. This approach is an application of a greedy
heuristic algorithm to solve the optimization problem of
Eq. (6) (Machado et al., 2003).


With an average annual budget of $100,000(USD), the
Land Trust in any given year is not capable of purchasing
easements on 12 out of the 100 parcels identified by the
parcel prioritization model. The top three parcels have
projected easement acquisition costs of $237,573, $393,291,
and $950,584 respectively. Therefore, in order to protect
many of the highest ranking parcels in the watershed, the
Land Trust will either have to partner with other groups,
rely on easement donations by the property owners, or
relax their budget constraint. The Land Trust could relax
their budget constraint through fund-raising efforts or
carrying over their budget from year to year until enough
funds have accumulated. Unfortunately, the top three

ranked parcels would take many years of budget accumu-
lations to purchase.
The remaining parcels that are immediately affordable to


the Land Trust can be evaluated to find the combinations
that provide the greatest conservation value. We use the
average LpðAjÞ metric value from p ¼ 1 and 2 in Eq. (5) as
the conservation value or benefit for the parcel. Because
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Eq. (5) is minimized, the lower the LpðAjÞ metric calcula-
tion, the higher the conservation value for the parcel. In
addition to the top three ranked parcels, those ranked
fourth through ten would require approximately $151,076
of easement acquisition cost.


5. Discussion/conclusion


The broad scope of many conservation planning frame-
works makes them difficult to implement. Some of the
reasons can be attributed to a difficulty in balancing diverse
factors of the natural environment and competing human
interests (Chrisman, 1987), and a lack of required site-level
patterns and local information (Theobald and Hobbs,
2002). Multiple landowners of private land can also make
conservation implementation difficult (Ailes, 2004) as well
as temporal or spatial scale differences in spatial data
analysis (Goodchild et al., 1992). Janssen and van
Herwijnen (1998) have noted spatial evaluation methods
to help in the analysis of questions under consideration but
these are only useful with complete identification of the
alternatives.


There are four primary questions that may be used to
evaluate successful implementation of conservation plans
in our empirical application. (1) Do high-priority areas


identify locations with multifunctional characteristics and


represent the land conservation goals and objectives? With a
multifunctional criterion explicitly in the parcel-ranking
model, we were able to account for parcels that protected
more than one of the targeted high-priority characteristics
of agriculture, forest, rural heritage and water quality. Our
approach identified the parcels that contained multiple
characteristics that the Land Trust desired that otherwise
may have been missed. While the high-multifunctional
areas were more likely to exist on larger sized parcels, we
balanced this effect by including a relative parcel cost per
size.


(2) How successfully were the high-priority areas aggre-


gated to parcels for easement selection? We believe caution
should be taken when aggregating values from the high-
priority areas to parcels due to scaling issues and spatial
resolution. In this particular study area due to the rural
landscape, only 8% of the total watershed area consisted of
parcels less than 1 ha in size. Because many of these parcels
were classified as urban or residential, their value for
conservation was low.


(3) Where are the ‘‘best’’ parcels that fit a conservation


budget? Based on the data available for this particular
study, we were able to find parcels that fit a conservation
budget. This study used the ratio of the Land Trust’s past
easement costs to parcel size in the watershed as an
indicator. With more data, a regression analysis would
provide more information on factors relating easement
costs to parcel characteristics. It also would be important
to include costs associated with monitoring to insure
easement restrictions are being met. Other liability costs
would also improve the projected easement cost.

(4) How large of a conservation budget is needed to meet a


goal of protecting large, contiguous, high-priority areas in


the watershed? We were able to identify the approximate
easement acquisition costs needed to protect such areas in
the watershed. Fig. 5 shows that the parcels ranked second
and third are large high-priority areas by themselves with
approximate conservation acquisition costs of $393,291
and $950,584, respectively. In addition to these two areas,
the highest ranked parcel is adjacent to parcels ranked
fourth through ten. If the Land Trust could combine these
parcels, it would create another large, high priority,
contiguous area in the watershed. The approximate
acquisition cost would be $388,469. These costs give the
Land Trust an idea of the conservation budget needed to
meet this goal.
As a decision-making aid, our parcel prioritization


model was a success. The Land Trust benefited greatly by
using the tool, by increasing their effectiveness in selecting
parcels for easements, becoming more proactive in their
conservation efforts, and acquiring additional funding
through better documentation of their decision-making
process. Over the past 2 years, they have been able to
increase the number of easements on private property by
26% to over 18,000 ha (Ailes, 2004).
While this approach has proven to be successful for


the Land Trust, we must note some of the limita-
tions that exist. The prioritization model did not have
any criteria used to measure or adjust for risk of
development. Decisions on acquisitions of parcel ease-
ments often involve the decision maker’s personal
knowledge of landowners’ likelihoods to sell. Local
knowledge of a place may significantly affect de-
cisions (Strager and Rosenberger, 2005). Other factors
such as real estate forces and speculation of future
road development are difficult to model at the landscape
scale.
Topographic characteristics may also make one parcel


more or less likely to be developed. Factors influencing
development potential may include the proximity to
already developed areas, proximity to agricultural areas
or other cleared land, and land with a favorable slope and
road access. These factors were not part of our original
parcel prioritization model; however, measures of parcel
vulnerability could easily be integrated in the model
contingent upon available data. Despite these limitations,
the methodology used here provides a practical real
world application of parcel level prioritization for land
conservation.
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Climate-Aquatics Blog #54:  
Part 1, Managing with climate change: Goal setting & decision support tools 


for climate-smart prioritization  


 


Time to get a plan Stan…  


 


Hi Everyone, 


So I’m sometimes asked if I’m not totally bummed by all the bad things climate change is doing 


to streams & fish? My response is that it’s too early to bum out, there’s too much we don’t know 


& need to learn; and far too much uncertainty about how much warmer the Earth will be 50 or 


100 years from now. Moreover, initial indications suggest fish responses to climate change, 


although ongoing, are relatively gradual and often take decades to manifest (blog #’s 32, 37, 42). 


That being the case, we have time over the next decade or so to develop the monitoring systems, 


databases, tools, and adaptive management plans that will provide the information needed for 


coping efficiently with changes this century. If we take advantage of this time, that information 


and the decisions we make could have a big impact on the fishes swimming in rivers and streams 


100 years from now and the fisheries resources that future generations have to enjoy. So there’s 


no time to bum, we’ve got far too much work to do as we attempt to secure those legacies. 


 


As in any significant endeavor, clearly articulating goals and objectives is a key step. Without 


those specifics, it’s impossible to create a roadmap for success, getting there is painfully 


inefficient, and we won’t even know when we’ve arrived! Specific goals & objectives, of course, 


will vary among agencies and in different geographies, but I think most can be framed by 2 basic 


choices (graphic 1). Choice A means coexisting with climate change and going with the flow so 


to speak. Here, we basically acknowledge that things, including biological communities, are 


going to change and we’re not going to stop the change. If this option is chosen, we then have 


sub-choices about whether to passively accept changes or whether we actively intervene to 


influence the trajectory that the biological community is on. Choice B means resisting climate 


change in an effort to preserve and protect things we hold dear like important fisheries or native 
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biodiversity. Here, we’re going to actively intervene and do our best to impede change. Making 


this choice at times is a fundamental responsibility we have as stewards of the natural world but 


it’s also a lot trickier than choice A & may also involve real pain. First, we risk being run over by 


the climate freight train as it moves through if we commit limited resources to the wrong places 


& fritter those resources away. Second, resisting change in some places means they become 


higher priority and that’s likely to mean diverting resources away from some “lost cause” areas 


& populations that people care about. That will stir considerable debate, but not prioritizing 


effectively may mean we spread our efforts so thinly that they don’t make a difference in the 


long run. In effect, trying to save it all risks losing it all (graphics 2 & 3). 


 


The crux of the matter then is when & where A and B are chosen on real-world landscapes, and 


whether those choices can be implemented coherently within a broader strategic framework. A 


key requirement in this regard is visualizing the status of the stream resources we’re concerned 


about so that “what-if” games and the consequences of our choices can be explored before 


commitments are made. Until recently, that sort of visualization in the stream world was a big 


challenge, but a quiet revolution has occurred over the last decade. A wealth of new information 


sources have become available from remote sensing, development of nationally consistent 


hydrology layers, accumulation of BIG DATA databases, and new stream geospatial analyses 


techniques (graphics 4 – 7; blog #’s 27, 28, 29). In fact, it’s to the point that information overload 


is now sometimes a problem & tools are needed to filter the signal from the noise (graphic 8).  


 


Enter Peterson and colleagues, who explore the use of Bayesian belief networks to develop 


spatially explicit climate decision support tools for stream fish (study hyperlinked here: 


http://www.treesearch.fs.fed.us/pubs/43351; graphic 9). The authors tools addressed two 


common problems; 1) the spatial prioritization of management actions and resources among 


populations, and 2) the benefits of removing/installing a fish barrier in a stream (graphics 10 & 


11). The latter might be considered a tactical action to help ensure population persistence in the 


former prioritization scheme. For both problems, the data for parameterizing the belief networks 


were derived from regionally consistent geospatial data sources and high-resolution stream 


climate scenarios (graphic 12; blog #’s 20 & 40), which allowed results to be mapped onto 


stream networks. A key point made by Peterson & colleagues in the paper is that rigorously 


working through the steps of developing the belief network tools (e.g., problem identification 


goal setting, clearly articulating logic, identifying uncertainties, etc) is at least as important as the 


final answers the models provide (more details on one of the decision support tools is here: 


http://www.fs.fed.us/rm/boise/AWAE/workshops/CADS/Peterson/BayesianNetworkModelBullT


routBoiseRiver.html) 


 


The impetus for developing those decision support tools was a river basin climate planning 


workshop we hosted 3 years ago in Boise. Climate change was coming onto everyone’s radar at 


the time, and the workshop was designed to step through some real-world examples wherein 


participants had to make explicit choices about prioritizing resources to conserve a sensitive fish 


species in a specific river basin. During the workshop, everyone was given a laptop with the 


same sets of geospatial data, climate scenarios, fish distribution information, and decision 


support tools…and everyone was forced to make choices. Having access to the information 


didn’t result in a wholesale reorganization of people’s thinking about where, or how, to prioritize 


(graphic 13), but it did create a stronger consensus to focus efforts in a subset of areas rather than 
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spreading them out. Most importantly, the decision tools & consistent sets of accurate geospatial 


data facilitated effective communication among people and stimulated open, involved, and 


productive debates as people grappled with the information & maps showing the potential effects 


of climate change on fish populations (more details on the workshop are available here: 


http://www.fs.fed.us/rm/boise/AWAE/workshops/climate_aquatics_decision_support.shtml) 


 


The overwhelmingly positive responses we received from the workshop encouraged us to push 


towards developing high-resolution stream temperature and flow scenarios regionally—a process 


that’s still ongoing in the northwest US as the NorWeST team organizes and works through the 


huge volume of temperature data that exists here (blog #’s 25 & 40). Those responses also 


provided the impetus for starting this blog. Because it seemed we’d only scratched the surface of 


something really powerful and really necessary during those 2 workshop days. That’s proven to 


be the case as the original blog mailing list has grown from some 400 people that participated in 


the workshop to >6,000 currently. During that same time, the global aquatics community has 


produced a huge amount of new information about climate effects on streams, which has 


significantly reduced many key uncertainties.  


 


So let’s not bum out or freak out, there’s time to figure it all out. Subsequent blogs in this 


climate-aquatics management module will address specific actions that can be taken to improve 


the resilience of habitats and fish populations to climate change. But those are just the means to 


an end, and the first step is defining where we want that end to be. By methodically working 


through the process of goal setting and information creation, we’re not only building a solid 


foundation for decision making, but we’re also strengthening the social networks within/among 


agencies and within/among concerned publics. Addressing the challenges posed by climate 


change is our generation’s great challenge, and opportunity. Our collective response to that 


challenge as we begin this journey is already creating many synergies that are making us a more 


effective force to do good for more fish in more places. We can’t do anything more than that. 


 


Until next time, best regards, 


 


Dan 


 


 Now Tweeting at Dan Isaak@DanIsaak  
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Welcome to the Climate-Aquatics Blog. For those new to the blog, previous posts with 


embedded graphics can be seen by clicking on the hyperlinks at the bottom or by navigating to 


the blog archive webpage here: 


(http://www.fs.fed.us/rm/boise/AWAE/projects/stream_temp/stream_temperature_climate_aquat


ics_blog.html). The intent of the Climate-Aquatics Blog is to provide a means for the 6,551 (& 


growing) field biologists, hydrologists, anglers, students, managers, and researchers currently on 


this mailing list across North America, South America, Europe, and Asia to more broadly and 


rapidly discuss topical issues associated with aquatic ecosystems and climate change. Messages 


periodically posted to the blog highlight new peer-reviewed research and science tools that may 


be useful in addressing this global phenomenon. Admittedly, many of the ideas for postings have 


their roots in studies my colleagues & I have been conducting in the Rocky Mountain region, but 


attempts will be made to present topics & tools in ways that highlight their broader, global 


relevance. I acknowledge that the studies, tools, and techniques highlighted in these missives are 


by no means the only, or perhaps even the best, science products in existence on particular 


topics, so the hope is that this discussion group engages others doing, or interested in, similar 


work and that healthy debates & information exchanges occur to facilitate the rapid 


dissemination of knowledge among those concerned about climate change and its effects on 


aquatic ecosystems.  
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If you know others interested in climate change and aquatic ecosystems, please forward this 


message to them. If you do not want to be contacted again in the future, please reply to that 


effect and you will be de-blogged.  


 


Previous Blogs… 


 


Climate-Aquatics Overviews 


Blog #1: Climate-aquatics workshop science presentations available online  


Blog #2: A new climate-aquatics synthesis report  


 


Climate-Aquatics Thermal Module 


Blog #3: Underwater epoxy technique for full-year stream temperature monitoring  


Blog #4: A GoogleMap tool for interagency coordination of regional stream temperature 


monitoring  


Blog #5: Massive air & stream sensor networks for ecologically relevant climate downscaling  


Blog #6: Thoughts on monitoring air temperatures in complex, forested terrain  


Blog #7: Downscaling of climate change effects on river network temperatures using inter-


agency temperature databases with new spatial statistical stream network models 


Blog #8: Thoughts on monitoring designs for temperature sensor networks across river and 


stream basins 


Blog #9: Assessing climate sensitivity of aquatic habitats by direct measurement of stream & air 


temperatures 


Blog #10: Long-term monitoring shows climate change effects on river & stream temperatures 


Blog #11: Long-term monitoring shows climate change effects on lake temperatures 


Blog #12: Climate trends & climate cycles & weather weirdness 


Blog #13: Tools for visualizing local historical climate trends 


Blog #14: Leveraging short-term stream temperature records to describe long-term trends 


Blog #15: Wildfire & riparian vegetation change as the wildcards in climate warming of streams 


Blog #23: New studies describe historic & future rates of warming in Northwest US streams 


Blog #24: NoRRTN: An inexpensive regional river temperature monitoring network 


Blog #25: NorWeST: A massive regional stream temperature database 


Blog #26: Mapping thermal heterogeneity & climate in riverine environments 


Blog #40: Crowd-sourcing a BIG DATA regional stream temperature model 


 


Climate-Aquatics Hydrology Module 


Blog #16: Shrinking snowpacks across the western US associated with climate change 


Blog #17: Advances in stream flow runoff and changing flood risks across the western US 


Blog #18: Climate change & observed trends toward lower summer flows in the northwest US 


Blog #19: Groundwater mediation of stream flow responses to climate change 


Blog #20: GIS tools for mapping flow responses of western U.S. streams to climate change 


Blog #21: More discharge data to address more hydroclimate questions 


Blog #22: Climate change effects on sediment delivery to stream channels 


 


Climate-Aquatics Cool Stuff Module 


Blog #27: Part 1, Spatial statistical models for stream networks: context & conceptual 


foundations 
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Blog #28: Part 2, Spatial statistical models for stream networks: applications and inference 
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Blog #37: Part 1, Monitoring to detect climate effects on fish distributions: Sampling design and 
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Climate-Aquatics Management Module 
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Future topics… 


Climate-Aquatics End Game 
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GIS Pollutant Loading Application—
Users Manual


1. Pollutant Loading Application Overview
PLOAD is a simplified, GIS-based model to calculate pollutant loads for watersheds1.
PLOAD estimates nonpoint sources (NPS) of pollution on an annual average basis, for any
user-specified pollutant. The user may calculate the NPS loads using either the export
coefficient or the EPA’s Simple Method approach2. Optionally, best management practices
(BMPs), which serve to reduce NPS loads, and point source loads, may also be included in
computing total watershed loads. Finally, there are several product alternatives that may be
specified to show the NPS pollution results as maps and tabular lists, and to compare
multiple sessions.


The PLOAD application requires pre-processed GIS and tabular input data as listed below:


• GIS land use data
• GIS watershed data
• GIS BMP site and area data (optional)
• Pollutant loading rate data tables
• Impervious terrain factor data tables
• Pollutant reduction BMP data tables (optional)
• Point source facility locations and loads (optional).


PLOAD was designed to be generic so that it can be applied as a screening tool in a wide
range of applications including NPDES stormwater permitting, watershed management, or
reservoir protection projects. The application’s organization and structure facilitates
modification and customization. It was designed to be an analytical tool for end users.
PLOAD uses the menu-driven ArcView desktop GIS. Custom scripts were written with
ArcView’s Avenue scripting language.


Various sections of this document describe the PLOAD input data, pollutant load
calculations, end products, installation instructions, and general-use guidelines. Refer to
Appendix I – Glossary of Terms for clarification of technical terminology. Appendix II
provides some example graphical and tabular output generated by PLOAD. Appendix III
provides the steps  in incorporating PLOAD in BASINS, a list of PLOAD script names, and


                                                     
1 The distinction between watershed and subwatershed scales should not matter for the calculation. The words watershed,
subwatershed, basin and subbasin are used interchangeably in the rest of this Users Manual. Operationally the only difference
will be whether the user grabs a watershed coverage or the subwatershed coverage for a given run of the model. The user is
cautioned that the Simple Method model is applicable only to watersheds smaller than 1 square mile.
2  “The Simple Method is an empirical approach developed for estimating pollutant export from urban development sites in the
Washington DC, area (Controlling Urban Runoff: A Practical Manual for Planning and Designing Urban BMPs, Schueler, July
1987). Its application is limited to small drainage areas of less than one square mile.” (Compendium of Tools for Watershed
Assessment and TMDL Development, EPA, May 1997). The Simple Method has been endorsed by EPA as a viable screening
tool for NPDES stormwater projects (e.g. Guidance Manual for the Preparation of Part 2 of the NPDES Permit Application for
Discharge from Municipal Separate Storm Sewer Systems, EPA, 1992).







PLOAD—USERS MANUAL


WDC010120001.ZIP/1/HSQ 2


brief description of the scripts. Appendix IV includes two tables providing Event Mean
Concentrations (EMCs) and Export Coefficients for different parts of United States. These
values were obtained from literature.


The areal export coefficient model is a similarly empirical approach that provides total loads
based on factors containing mass pollutant per unit area, per year. This option is provided
for agricultural and undeveloped land uses or larger watersheds for which the Simple
Method may not apply.


2. Input Data
A variety of GIS and tabular source data is accessed by the PLOAD model. This section
describes the required and optional input data components. Note that the GIS data must be
developed as either ESRI Arc/Info coverages or ArcView shapefiles, while the tabular data
may be prepared as Microsoft Excel, comma delimited text, dBASE, or INFO files.


2.1 GIS Data
Watershed boundary and land-use GIS data coverages are required for PLOAD. The
watersheds define the areas for which the pollutant loads are calculated. The watershed
coverage must have a code field containing unique identifiers for each watershed. The land
use file is essential for calculating the pollutant loads. The land use coverage must also have
a code field identifying the land use types, but these types need not be unique. Prior to
calculating the pollutant loads, PLOAD will spatially overlay the watershed and land use
coverages in order to determine the areas of the various land use types for each watershed.
The land use coverage should encompass the entire watershed coverage.


Digital watershed and land use data are available from local government agencies in most
moderate- to high-density urban areas. The Arc/Info software can translate most popular
digital formats, such as Microstation, AutoCad, and USGS, as Arc/Info coverage. If digital
data does not exist, watershed boundaries may be derived using standard GIS or BASINS
tools and the United States Geological Survey (USGS) Digital Elevation Model (DEM) data
files. If necessary, land use may be mapped and digitized.


BMPs serve to reduce pollutant loads using natural processes (settling, filtration, and
biological uptake) for the BMP area of influence. PLOAD will account for the influence of
either site or areal BMPs. Site BMPs represented as point GIS files must contain attribute
codes describing the BMP type and area of influence. Areal BMPs must be delineated as
polygon files coded for BMP type only. The polygon boundaries define the area of influence.
BMP input is optional because they may not exist for the area of evaluation or be desired for
analysis.


Usually, BMPs must be identified and mapped by water resource specialists, then converted
as GIS files by GIS analysts for most evaluation areas. Digital files or hardcopy maps are
seldom available for most study areas.


2.2 Tabular Data
Pollutant loading rate, impervious factor, and BMP efficiency information (if BMPs are
modeled) must be compiled in tabular files for use in the PLOAD application. The three files
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of tabular input data can be provided in one of four formats: a Microsoft Excel spreadsheet,
comma-delimited text, dBASE, or INFO database tables. Note that no spaces are allowed in
sheet names in Microsoft Excel or file names.


The pollutant loading tables consist of the event mean concentration (EMC) and the export
coefficient. The EMC and export coefficient tables contain pollutant rates for urban and
rural land use types, respectively. The user may use PLOAD to estimate pollutant loads for
any pollutant if EMCs or export coefficients are available. Pollutants commonly evaluated
include:


TSS Nitrogen Lead
TDS Nitrate plus Nitrite Zinc
BODS TKN
COD Ammonia
Phosphorus Fecal Coliform


The impervious factor table identifies the percentage of imperviousness for each land use
type. The BMP table identifies the percentage of efficiency for reducing pollutant loads for
each BMP type. Multiple versions of each type of table may be generated to simulate
alternative conditions. A description of each lookup table is provided below.


2.2.1 Export Coefficient Table
The export coefficient table lists loading rates for each pollutant type by land use type. The
first record (row) of the table must identify the field names starting with land use type
followed by the pollutants under evaluation. The table may contain any number of land use
and pollutant types. The land use type names must be the same in the table as they are in
the GIS land use file. There should be loading rates for each land use and pollutant type in
the evaluation area, otherwise the load for the area will be zero. The rates in the export
coefficient table are measured in pounds per acre and are typically used to calculate the
pollutant loads for rural land use types.


The export coefficient table is developed by water resource engineers generally based on
values available from the literature or they can be developed based on analysis of watershed
stormwater monitoring data.


2.2.2 Event Mean Concentration Table
The event mean concentration (EMC) table is identical to the export coefficient table, except
that the EMC values are measured in milligrams per liter and typically used to calculate the
pollutant loads for urban land use types.


The EMC table is developed by water resource engineers. based on values available from
the literature or can be developed based on analysis of watershed storm water-monitoring
data.


2.2.3 Impervious Factor Table
The impervious factor table identifies the percentage of imperviousness for each land use
type. It is used to calculate the EMC runoff coefficient. The first record (row) of the table
identifies the field names comprised of the land use type and percent age of impervious
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field names. The table may contain any number of land use types, but there should be
impervious percentages for each land use type in the evaluation area. If there is no
impervious factor in the table for a particular land use type, then the EMC runoff coefficient
will default to .05 for areas with that land use. The names describing the land use types
must be the same in the table as they are in the GIS land use file.


The impervious factor table is developed by water resource engineers and GIS analysts, by
analyzing the impervious surfaces of different land uses on aerial photographs, or by use of
literature values.


2.2.4 BMP Efficiency Table
The BMP table contains percentage removal efficiency multipliers for each BMP type that
are used to calculate pollutant load reductions. The first record (row) of the table identifies
the field names starting with BMP type followed by the pollutants under evaluation. The
table may contain any number of BMP types. The pollutant types without percentage
efficiency multipliers will not reduce the pollutant load for the BMP type.


The BMP table is developed by water resource engineers by use of literature values, or by
analyzing local monitoring data comparing pollutant loads entering and leaving BMPs.


3. Pollutant Loading Calculation Equations
Annual pollutant loads may be calculated for each watershed using either the pollutant
export coefficient or simple methods. Optionally, the pollutant loads derived from these
methods may be refined based on the remedial effects of BMPs. Descriptions of the
equations used to calculate the pollutant loads follows:


3.1 Export Coefficient Method
If the export coefficient method is designated for calculating pollutant loads in PLOAD, then
the loads are calculated for each specified pollutant type by watershed using the following
equation:


LP = ΣU(LPU * AU)


Where: LP = Pollutant load, lbs;
LPU = Pollutant loading rate for land use type u, lbs/acre/year; and
AU = Area of land use type u, acres


The loading rates are derived from the export coefficient tables, while the land use areas are
interpreted from the land use and watershed GIS data.


3.2 Simple Method
If the Simple Method is designated for calculating pollutant loads in PLOAD, then two
equations are required to calculate the loads for each specified pollutant type. First, the
runoff coefficient for each land use type must be derived with the equation:


RVU = 0.05 + (0.009 * IU)
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Where: RVU  =  Runoff Coefficient for land use type u, inchesrun/inchesrain


IU     =  Percent Imperviousness


Percent impervious is extracted from the impervious terrain factor table.


The pollutant loads are then calculated with the following equation:


LP = Σ U (P * PJ* RVU * CU* AU * 2.72 / 12)


Where: LP = Pollutant load, lbs
P = Precipitation, inches/year
PJ = Ratio of storms producing runoff (default = 0.9)
RVU= Runoff Coefficient for land use type u, inchesrun/inchesrain


CU = Event Mean Concentration for land use type u, milligrams/liter
AU = Area of land use type u, acres (In BASINS areas calculated from GIS data are


in square meters. PLOAD converts areas from square meters to acres prior to
using the information in the above equation)


The precipitation and storm ratio values are entered by the PLOAD user interactively. The
loading rates are derived from the EMC tables, while the land use areas are interpreted from
the land use and watershed GIS data.


3.3 BMP Computations
BMPs serve to reduce pollutant loads and PLOAD has an option to calculate loads based on
the remedial effects of the various BMP types. This section describes the equations used to
calculate pollutant loads influenced by BMPs. BMP types may be represented as either area
or site features, but the approach for both is similar. After the raw pollutant loads are
calculated using the export coefficient or simple methods, three equations are used to
recalculate the pollutant loads.


First, the percent of the watershed area serviced by BMPs are determined using the
following equation:


%ASBMP = ASBMP/AB


Where:  %ASBMP = Percent area serviced by the BMP, decimal percent
  ASBMP         = Area serviced by the BMP, acres
  AB           = Area of watershed, acres


The BMP and watershed areas are derived from the BMP and watershed GIS data.


Next, the pollutant loads remaining after removal by each BMP are calculated:


LBMP= (LP* %ASBMP ) * [1- %EFFBMP/100]


Where: LBMP          = BMP load, lbs
 LP        = Raw watershed load, lbs
%EFF  = Percent load reduction of BMP, percentage
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The raw watershed pollutant loads are derived from the results of the export coefficient or
simple methods, while the percent load reduction comes from the BMP efficiency tables.


Finally, the total pollutant loads accounting for BMPs are computed by watershed. Each
watershed load is a cumulative total of areas which are and are not influenced by BMPs.


L = (ΣBMP (LBMP))  + L P * (AB - ( ΣAS (AS BMP))


4. User Input Parameters
Many input parameter options have been built into the PLOAD tool that the user must
specify. Several of the more important ones are listed as follows:


• Specify watershed and land-use GIs data files.


• Select single, multiple, or all watersheds from watershed file for evaluation.


• Specify either the export coefficients or the simple method for calculating pollutant
loads.


• If the simple method is specified, then enter annual precipitation and ratio of storms
producing runoff value to override defaults.


• Evaluate pollutant loads with or without BMPs.


• When BMPs are evaluated, identify whether they are derived from point or polygon GIS
data.


• Save file of input data sources and parameter settings that may be used to rerun PLOAD
at a later date, with or without input modifications.


• Select output products.


5. Output Product Options
After the pollutant loads have been determined, PLOAD may be used to generate a variety
of graphic plots. Listed below are the product options. See Appendix II—Graphic and
Tabular Product Examples.


• Total Pollutant Loads by Watershed—Map and Table


• Pollutant Loads Per Acre by Watershed—Map and Table


• Event Mean Concentration (EMC) by Watershed—Map and Table


6. PLOAD Input Data
PLOAD data can be separated into two general categories, tabular and GIS, which are
described below. Tabular data for all file types (.XLS, .TXT, etc.) requires a format that
consists of headers in the first row. The common identifying field (land use, BMP type, or
point source identification) should proceed the other required data from the table (pollutant







PLOAD—USERS MANUAL


WDC010120001.ZIP/1/HSQ 7


event mean concentrations (EMCs), land use impervious data, BMP removal efficiencies,
point source annual pollutant discharges, pollutant export coefficients). Extra columns, such
as land-use code descriptions, can be included in the table. Data specific requirements are
described below. None of the files or sheets (in Excel) containing the tabular data are
allowed to have spaces in their names.


GIS Data
GIS data must be in either ArcInfo or ArcView format. All GIS data must be consistently
projected. The distance unit for GIS data must be meters.


EMC Data
Event Mean Concentration (EMC) data for nonbacterial pollutants needs to have units mg/l
in order to be properly utilized in calculations. Bacteria needs to have units counts/100 ml.


TABLE 6.1
An Example EMC Data Table


LUCODE LEVEL2 BOD COD TSS TDS FC
11 RESIDENTIAL 7 43 39 73 8700


12 COMMERCIAL AND SERVICES 6 46 26 48 1400
13 INDUSTRIAL 6 46 26 48 1400
14 TRANS, COMM, UTIL 10 94 104 30 1400
15 INDUST & COMMERC CMPLXS 6 46 26 48 1400
16 MXD URBAN OR BUILT-UP 6 46 26 48 8700
17 OTHER URBAN OR BUILT-UP 6 46 26 48 1400


21 CROPLAND AND PASTURE 8 103 132 192 15000
22 ORCH,GROV,VNYRD,NURS,ORN 8 103 132 192 500


Impervious Factor Data
Impervious factor data is the percent impervious associated with each land use. The data
can be obtained from literature sources, such as the NRCS (formerly SCS) TR-55 user’s
manual, or may be derived based on local data (planimetrics, orthophotos, etc). The data can
be in the format of percentage of impervious (0 to 100). If this is the case, then PLOAD will
automatically divide each value by 100 prior to processing. The data can also be in the
format of impervious fraction (0.00 to 100).


TABLE 6.2
An Example Impervious Data Table


LUCODE LEVEL2 Imperv


11 RESIDENTIAL 25


12 COMMERCIAL AND SERVICES 85


13 INDUSTRIAL 70


14 TRANS, COMM, UTIL 65


15 INDUST & COMMERC CMPLXS 75


16 MXD URBAN OR BUILT-UP 60
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17 OTHER URBAN OR BUILT-UP 15


21 CROPLAND AND PASTURE 2


22 ORCH,GROV,VNYRD,NURS,ORN 2


Export Coefficient Data
Export coefficient data for nonbacterial pollutants need to have units lb/ac-yr in order to be
properly utilized in calculations. Bacteria need to have units counts/ac-yr.


TABLE 6.3
An Example Export Coefficient Data Table


LUCODE LEVEL2 BOD


11 RESIDENTIAL 42.10


12 COMMERCIAL AND SERVICES 53.90


13 INDUSTRIAL 46.80


14 TRANS, COMM, UTIL 87.40


15 INDUST & COMMERC CMPLXS 46.80


16 MXD URBAN OR BUILT-UP 46.80


17 OTHER URBAN OR BUILT-UP 46.80


21 CROPLAND AND PASTURE 16.03


22 ORCH,GROV,VNYRD,NURS,ORN 16.03


BMP Data
BMP pollutant removal efficiencies are required for each pollutant for each type of BMP
present in the study area. Additional BMPs may be present in the table. PLOAD will ignore
those values not identified by the BMP coverage. The data can be in the format of
percentage removal (0 to 100). If this is the case, then PLOAD will automatically divide each
value by 100 prior to processing. The data can also be in the format of removal fraction (0.00
to 1.00).


TABLE 6.4
An Example BMP Data (Pollutant Removal Efficiency) Table


BMPtype BMP BOD COD TSS TDS NOX


WP wet pond 30 30 90 30 0


DP dry pond 20 20 60 0 0


RB riparian buffer 15 15 20 15 15


Point Source Data
PLOAD requires the point source data to have the units lb/yr for each pollutant with the
exception of bacteria. Bacteria have the units counts/yr.
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TABLE 6.5
An Example Point Source Data Table


ID BOD COD TSS TDS NOX


1 15196 30000 2553328 1000000 340000


7. Setup and Executing PLOAD
This section describes how to install and run the PLOAD application. It assumes that the
user has already setup a BASINS project file (APR) and has started BASINS. There are three
primary steps required to use the PLOAD application. First, the data inputs and evaluation
parameters must be specified. This involves identifying the watershed and land-use data
inputs, defining the pollution loading evaluation method, and, if desired, specifying the
BMP and point source inputs. After the inputs and parameters are entered, the pollutant
loads are calculated. Finally, the output products are specified and produced.


The PLOAD application general use guidelines are described below. These guidelines may
be referenced by new and intermittent users to navigate through the application.


Note: The GIS data is referred to as coverages, the standard Arc/Info data structure. For the
purposes of this users guide, coverages may also refer to ArcView shapefiles. Simply put,
either coverages or shapefiles may be accessed by PLOAD.


7.1 Starting PLOAD
1. Select the BASINS Extensions from the File menu. Select Models from the Select an


Extension Category pull down menu and click on the PLOAD box. Click OK to proceed.
Select PLOAD from the Models menu.


2. Once PLOAD is selected from the Models menu, the Session Manager will be displayed.
The Session Manager allows the user to initiate a new session, open an existing session,
view output from a previously run session and delete a session. As can be seen in
Figure 7-1, the Session Manager offers 6 options to the user. They are described below:


New Session – Adds a new session to the project file. Used for the first PLOAD
scenario of a project file as well as the addition of subsequent scenarios. Can be used
to open a session that was previously saved but not run.


Open Session – Opens a previously run and saved session/scenario. This includes
sessions that have been saved but not run. Open Session can be used also for the
creation of a new session based on a previous session.


View Session(s) – Opens up to three previously run sessions for the purpose of
comparing the results of each session.


Delete Session(s) – Deletes previously saved sessions.


Help – View an online version of the PLOAD User’s Manual


Exit – Exits PLOAD and returns to BASINS.
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7.2 Running PLOAD via New Session
Selecting New Session closes the Session Manager window and opens a window titled
Pollutant Loading Parameters. This is the main menu for the data setup of a session. It
consists of eight steps that are carried out in sequence, prior to running the calculations.


1. Create Session – Name a session by typing in the desired name and clicking the Create
Session button.


Note: Do not use any spaces in the name of the session. This is a limitation of
ArcView/Avenue not handling spaces in file names, folder names, or worksheet names
properly.


2. Define Watershed Boundary Data – Set Define Watershed Boundary Data Set by first
clicking on the Open File button. The user is then given a choice for selecting their data
set either from BASINS view or from disk. The choice is made by highlighting either one
and clicking OK. If Select Data Set From BASINS View is selected, then the watershed
boundary theme must be included in the BASINS view. However, it does not need to be
active. The next window shows all of the themes from the BASINS view. Select the
appropriate one and click OK.
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It is not necessary for the watershed boundary data set to be a theme within the BASINS
view. Indeed, user-generated boundaries will not be included in the default BASINS
view. If this is the case, or a different watershed data set is desired, highlight Select Data
Set From Disk and click OK. Find the desired file in the appropriate subdirectory (any
mapped drive), select by highlighting, and click OK.


Note: PLOAD does not have multiple data set/file capability when assessing watersheds.
All watersheds to be assessed within any given session have to be included in one file (e.g.
ArcView shapefile).


After the watershed data set has been selected, via either method, choose the attribute
that contains a unique identifier for the watersheds. This will be used for future labeling
of output tables and layouts. The attribute table generated from the data set is displayed
in the background to assist in identifying the unique identifier. Highlight the identifier
and click on OK. This will return the user to the Pollutant Loading Parameters window.


2. Select Watershed(s) – Upon returning to the Pollutant Loading Parameters window, the
user will notice that step 3 is now available. There are two options for selecting the
watersheds triggered by buttons on the Pollutant Loading Parameters menu. The Select All
Basins button will specify all subwatersheds in the watershed coverage. The Select Basins
on Screen button will draw all the subwatersheds of the study area and prompt the user
to select those for evaluation. The subwatersheds may be selected individually (use the
shift key to specify multiple watersheds) or by defining an area containing the
subwatersheds of interest. The selected subwatersheds will be highlighted in yellow.
After the desired subwatersheds are selected, click the Done button. The Pollutant
Loading Parameters menu will reappear and the selected subwatershed identifiers will be
listed in the Basins Selected window.
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3. Define Land use Data Set – Defining the land-use data set is similar to defining the
watershed boundary data set. The user clicks on the Open File button. The user is then
given a choice for selecting their data set either from BASINS view or from disk. The
choice is made by highlighting either one and clicking OK. If From BASINS View is
selected, then the land use theme must be included in the BASINS view. However, it
does not need to be active. The next window shows all of the themes from the BASINS
view. Select the appropriate one and click OK.


It is not necessary for the land use data set to be a theme within the BASINS view.
Indeed, user generated land use files will not be included in the default BASINS view. If
this is the case, or a different land use data set is desired, select From Disk option. Find
the desired file in the appropriate folder in any mapped drive, select by highlighting,
and click OK.


Note: PLOAD does not have multiple data set/file capability when assessing land use. All
land use within the study area to be assessed for any given session must be included in a
single file. BASINS land use data broken into tiles or rectangular areas. If the study area
extends over multiple land use tiles, combine the tiles using standard ArcView’s
Geoprocessing Wizard under the View menu. In the Geoprocessing dialog box choose the Merge
theme together option, click the Next button and follow the instruction. This operation needs
to be done prior to initiating the PLOAD model.


After the land use data set has been selected, via either method, choose the attribute that
contains the land-use field. The attribute table generated from the data set is displayed
in the background to assist in identifying the unique identifier. Highlight the identifier
and click on OK. This will return the user to the Pollutant Loading Parameters window.


4. Specify Calculation Method – Specify the pollutant loading calculation method by
clicking the Define Method button. This will activate the Calculation Method and Parameters
Definition window. Click either the Simple or Export Coefficient method radio button,
depending on the calculation method desired. A radio button is a control on the
Windows dialog boxes that the user can select to specify an option.


 Radio Button
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Simple Method. If the simple method is selected, enter an annual precipitation value in
the appropriate box and verify that the default value for ratio of storms producing
runoff is correct. If bacteria is one of the pollutants to be evaluated, click on the Yes radio
button. If not, click on the No radio button.


Tip – Seasonally derived values of precipitation may be accessed to evaluate seasonal loads.
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Note: PLOAD assumes that all pollutant EMCs are in mg/L. Since bacteria are usually
assessed in counts/100 mL, the bacteria field needs to be assessed separately from the other
pollutants.


Next, click the Load EMC Table button. PLOAD then requests the location of Excel.exe.


If the simple method data is in a non-Excel format (.txt/.csv/.dbf/INFO files) then click
on Cancel, a warning will appear, click on No and proceed. Otherwise, locate Excel.exe
(the default location on many computers is C:\Program Files\ Microsoft Office\ Office).


Identity the file type of the EMC tabular data from the Data Type popup window.
Options include Excel spreadsheet, dBASE file, text tile, comma delimited text file, and
INFO database. After the file type is identified, navigate to the file and select it.


Tip - Different versions of the EMC file may be accessed to evaluate different sessions.


The file contents will then be displayed from which the land use and pollutant type data
for importing to model must be selected (highlighted). Once selection is complete, bring
PLOAD back to the foreground (see Tip) and click on the Continue button. Then identify
the land use field from the Land use Field Selection popup menu and the pollutant types
from the Pollutant Field Selection popup menu. If the Yes button for bacteria was selected,
the bacteria field will be requested first, then the remainder of the pollutants.
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Warning – Do not use spaces in the filename or the Microsoft Excel spreadsheet names.


Warning – Land use codes in the EMC tabular data must match the land use codes in the
land use data set. Land use codes in the land use data set not included in the EMC tabular
data will be treated as zeros, lowering corresponding results.


Tip – Increase speed and efficiency by highlighting all fields when importing data and then
selecting only those desired. The highlighting process requires a continuous string of data.


Tip – Press the ALT and the TAB buttons simultaneously to toggle between open
applications (e.g. Excel and ArcView).


After the fields are entered, the Tabular Data Definition menu will again be displayed. It
will show the pathname of the EMC table and the land use and pollutant data field
names. Next click the Load Impervious Table button and use procedures like those
described for the simple method to identify the impervious file and codes.


Click Done to return to the Pollutant Loading Parameters menu. Note that the Reset button
may be used to purge existing entries and respecify the simple or export coefficient files
and codes.


Tip –If using excel spreadsheets to import the data, one can efficiently combine all of the
required data files on separate tabs within the same file.


Export Coefficient Method. If the export coefficient method is desired, click on the Load
Export Coefficient Table box and use the same procedures described above for the simple
method to identify the file and codes. The export coefficient method does not require
precipitation data or impervious data, but only export coefficients for each pollutant by
land use type.


5. Use Best Management Practices – If best management practices (BMPs) are used to
reduce the pollutant loads click the Yes radio button in the Use Best Management Practices
area of the Pollutant Loading Parameter window, otherwise click No. If Yes is clicked, then
Define Best Management Practices Parameters menu will display. This dialogue menu is
used to specify the BMP coverage and table.


Click the Load BMP Data Set button to display the BMP Data Set Definition popup menu. The
BMP Data Set Definition menu can be used to navigate to the BMP coverage and select it.
Coverage selection is similar to the watershed data set or the land use data set selection. The
user has the additional option of selecting BMP coverage as sites (points) or BMP coverage
as drainage areas (polygons).


If a BMP point coverage is selected, the user will then be asked to designate the area served,
units of the area served, and BMP type fields in the succeeding popup menus. If the BMP is
an area (polygon) coverage, the user will only be asked to identity the BMP type field. The
area serviced defaults to the extent of each polygon area. After the coverage is entered, the
BMP Data Set Definition menu will again be displayed.
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To identify the BMP efficiency table, click the Load BMP Lookup Table button and identity
the file type from the Data Type popup menu. Once again, options include Excel
spreadsheet, dBASE file, comma delimited text file, and INFO database. After the file type is
identified use the Add BMP_LUT Table popup menu to navigate to the file and select it. The
file contents will then be displayed. Next, select the BMP type field from the BMP-Type Field
Selection popup menu. If bacteria has not been selected as a pollutant, PLOAD will
automatically associate BMP removal efficiencies with the pollutants previously selected by
matching field names (BOD, NH3, etc) between the two files. If bacteria are among the
pollutants, the user will be asked to designate the bacteria field and then all others will be
automatically assigned as previously described.


Caution: The title of the popup menu references the pollutant selected for evaluation from
either the EMC or export coefficient tables. Make sure that the pollutant type abbreviations
from the BMP table correspond to those in the EMC table.
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Note : If you are using BASINS point source data , the Discharge Monitoring Report
(DMR) data need to be processed prior to using the information in PLOAD. Follow the
steps listed below to process DMR data before initiating the PLOAD model.
1. Link the DMR data tables to the Permit Compliance System (PCS) coverage using


the NPDES number field.
2. Select PCS facilities located in the watersheds. This will automatically select all DMR


data that belong to the selected facilities.
3. Select Export option from the File menu to export highlighted data to dBase format.
4. Open the dBase file in Excel to calculate annual loads from monthly loads or


concentrations reported in DMR. Use this spreadsheet to specify point source
pollutant loads in PLOAD


After the fields are designated, the BMP Data Set Definition menu will again be displayed.


Click the Done button to return to the Pollutant Loading Parameters menu. Click the Reset
button to clear all existing BMP entries.


Note: Clicking Done on a Best Management Practices Parameters dialog with no entries
automatically resets the Use Best Management Practices option to No.


6. Use Point Source Pollutants – PLOAD also can incorporate point sources into the
watershed loading calculations. If point sources (PS) are to be incorporated into the
calculations, click the Yes radio button in the Use Point Source Pollutants area of the
Pollutant Loading Parameter window, otherwise click No. If Yes is clicked, then Define
Point Source Pollutant Parameters menu will display. This dialogue menu is used to
specify the PS coverage and table.


Click the Load Point Source Pollutant Data Set button. This will display the Point Source
Data Set Definition popup menu used to navigate to the point source coverage and select
it. Coverage selection is similar to the watershed data set or the land use data set
selection. Once the coverage has been selected, the user designates the Point ID field
(e.g., NPDES number) via popup window and PLOAD returns to the Point Source
Pollutant Parameters window.


To identify the Point Source Pollutant Load table, click the Load Point Source Pollutant
Lookup Table button and identity the file type from the Data Type popup menu. Once
again, options include Excel spreadsheet, dBASE file, comma delimited text file, and
INFO database. After the file type is identified, use the Add Pnt_LUT Table pop-up menu
to navigate to the file and select it. The file contents will then be displayed. Next, select
the PS identifier field from the popup menu.







PLOAD—USERS MANUAL


WDC010120001.ZIP/1/HSQ 18


If bacteria has not been selected as a pollutant, PLOAD will automatically associate BMP
removal efficiencies with the pollutants previously selected by matching field names
(BOD, NH3, etc) between the two files. If bacteria are among the pollutants, the user will
be asked to designate the bacteria field and then all others will be automatically assigned
as previously described.


Note: Point source values are in lb/yr for each pollutant other than bacteria and in
counts/yr for bacteria.


After the fields are designated, the Point Source Pollutant Parameters menu will again be
displayed. Click the Done button to return to the Pollutant Loading Parameters menu.
Click the Reset button to clear all existing BMP entries.


7. Use Preexisting Intersect or Intersect/Identify Data Set – In order to calculate the
pollutant loads the watershed watershed and land use coverage must first be spatially
overlaid. There are two options in PLOAD for specifying the overlay. Clicking the Yes
radio button will allow the user to designate a Preexisting Intersect coverage. A
preexisting intersect is useful for large overall areas with many small watersheds or with
many small land use polygons.


Note: If the land use coverage is large, greater than 500 polygon areas, and Arc/Info
software is readily available, it is recommended that the overlay be done with Arc/Info
prior to launching PLOAD.


This preprocessing saves time if the user desires to make multiple runs in a short
amount of time. If a preexisting overlay coverage is specified, then the Select Intersect
Coverage popup menu will display. Use the menu to navigate to the overlay file and
select it.
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Warning: The preexisting intersect coverage must contain the same land use codes and
watershed identifiers as the original coverages.


Clicking the No radio button results in ArcView conducting the intersect prior to the
calculation.


1. Execute Model Run – After the overlay option has been selected, click Run Calculation to
execute the ArcView intersect or access the existing overlay coverage and calculate the
pollutant loads. Prior to execution, PLOAD will automatically save the session.


2. Use Other Functions – Other functions of the Pollutant Loading Parameters Window
include the following buttons:


- Open Session Allows the user to open any session created within the project file;


- Save Session Allows the user to save the current session at any point;


- Reset Clears all input data; and


- Exit Allows the user to exit PLOAD. Session is automatically saved when exiting.
However, the user needs to save the APR file prior to exiting BASINS in order to
save changes after running calculations, viewing and altering output, etc.


7.3 Running PLOAD via Open Session
The user has the option of opening a previously saved session. This is initiated by clicking
on the Open Session button in the Session Manager. The appropriate session is then selected
from the Load Saved Session popup window. The user has the option of recalling a saved
session from any directory, however, the resulting session will be saved to the default
subdirectory\BASINS\modelout\ploadout.


Note: Each session is saved as a PLOAD parameters file (.ODB) using the session name as
the file name.


Once the file has been selected, the user is given the option of renaming a session. Generally,
when returning to a session, the user will probably desire not to rename. However, during
scenario generation, it may be advantageous to rename a previously run session in order to
not start with a blank slate. Click Yes to rename, otherwise click No.


Warning: Running a session a second time under the same name will overwrite the data
generated by the first run. The user should rename the session if there is any desire to retain
the previously run output.


If the user clicks No, an informational window appears followed by the Open Session
window. This provides the user a second chance not to retain the same session name and
potentially overwrite previously generated output. If the user desires to continue with the
current session name, then highlight the overwrite option and click OK. Otherwise,
highlight the rename option and click OK. The user may click on Cancel to return to the
Session Manager. If the overwrite option is chosen, the user confirms the overwrite via a
popup window and the session is opened in the Pollutant Loading Parameters window. If the
session is renamed at any time, the Pollutant Loading Parameters window is opened with the
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new session name, while retaining any parameter information generated by the original
session.


7.4 Viewing Output
Up to three sessions can be viewed concurrently using the View Sessions option in the Session
Manager. This enables the onscreen comparison of different scenarios. Multiple sessions are
selected by using the shift key while clicking on each session. After clicking on the View
Sessions button, the user is presented with nonspecific view of each session and its output
table. The views and tables are tiled across the screen with each view above its table.
Figure 7.4.1 include a screen capture of the PLOAD view showing the results of two model
runs. The user is free to edit the views, in order to display point sources and BMPS as well
as any pollutant output (annual load, annual loading rate, EMC). Each view must be edited
separately in order to display the same information. While viewing the session(s), the user
has the option of bringing the Session Manager to the foreground, creating layouts, and
closing all PLOAD documents. These options are accomplished by way of making
appropriate selection from the PLOAD menu. Any changes to various output views can be
saved by saving the ArcView project (.APR) file from the BASINS view.


7.5 Creating Layouts and Data Post Processing
PLOAD allows the viewer to create layouts for any session’s output. The layouts generated
by PLOAD should be considered a starting point, and thus, are relatively simple displays of
the output. The user should feel free to modify any of the layouts, to fit their own needs.
Layout creation can be accomplished either immediately after a session run, or while
viewing session(s). In either case, activate the PLOAD pull down menu from the command
line, and click on Create Layouts. This activates the Layout Options window.


Note: When creating layouts from View Sessions, only the active session view will generate
layouts. The user must activate each view in turn, in order to create layouts for each session.
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FIGURE 7.4.1
PLOAD Views Showing the Results of Two Modeling Sessions


The user may create three different types of layouts. If the simple method was used as the
method of calculation, the user can create all three layouts:


• Pollutant Load by Watershed (lb/year);


• Pollutant Load by Watershed Area (lb/ac-year); and


• EMC by Pollutant (mg/L).


If bacteria were calculated, the units will be counts/year, counts/ac-year, and counts/
100 ml respectively. If the export coefficient method was used, EMC by Pollutant will not be
available.
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No matter which output is displayed, the procedure is the same. PLOAD takes the user
through a series of windows, and generates layouts according to user responses. The
windows include:


• Watershed (watershed labels) (Yes or No);


• Map size (8x11, 11x17, 17x22, or 34x44); and


• Legend type for each pollutant modeled (Unique value black and white, unique value
color, color ramp equal interval; and color ramp natural break algorithm).


PLOAD then generates the maps (Figure 7.1) which can be saved as part of the APR file save
from BASINS view. The following is an example of a PLOAD generated layout. It is EMC by
Watershed for TDS. The legend type is unique value in black and white. Other examples are
included in Appendix II.


The user may access model output in a tabular form by selecting the session and clicking the
View Sessions button in the Session Manager screen. PLOAD will open a map of the
watershed and a corresponding attribute table containing watershed information as well as
model output. One or more of the following fields can be found in the attribute table
depending on the number of modeled pollutants and the calculation method selected.


• LD_Pollutant is the annual (or any other time period selected by the user) load in
pounds. The word “Pollutant” is replaced by the pollutant name. For example, LD_BOD
is the field name for BOD load.
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FIGURE 7.1
An Example Map (Layout) Generated by PLOAD


• AR_Pollutant is the annual (or any other time period selected by the user) load per unit
area (pounds per acre), and


• EMC_Pollutant is the average event mean concentration by watershed for the specific
pollutant in milligrams per liter.
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APPENDIX I


Glossary of Terms


Arc/Info Professional GIS software developed by ESRI. Command line driven
software package with a macro (AML) programming language.


ArcView Desktop GIS software developed by ESRI. Menu driven software
package with a macro (Avenue) programming language.


Attribute Codes Descriptive characteristics of the geographic map features.


Basemap Data Includes administrative, parcel, and planimetric data layers


CADD Files Computer aided design and drafting files, including Microstation
design (dgn) and AutoCad drawing (dwg) files, are usually used for
display purposes only.


Coverage The basic unit of data storage in the Arc/Info GIS. It is comprised of
thematic layers stored as features related to descriptive attributes stored
in the INFO database management system.


Data Conversion The process of transforming mapped features, codes and text as digital
computer data.


Data Translation To change the structure of digital data from one format to another (e.g.
AutoCad dwg files to Arc/Info coverages).


Dialogue Design An ArcView Avenue GUI that may be customized for focused needs


Digital Data Pre-processed digital data


Features Geographic map features represented as polygon areas, lines and points.


GUI A graphical method of controlling how a user interacts with a computer
to perform various tasks. The user performs desired tasks by using a
mouse to choose from ‘a dashboard’ of options presented on the display
screen. These are in the form of pictorial buttons (icons) and lists.


Projection A mathematical model that transforms the locations of features on the
earth’s surface to locations on a two-dimensional surface. Some
projections preserve the shape of mapped features, while others
preserve the accuracy of area, distance, or direction.


Shapefile The basic unit of data storage in the ArcView GIS. It is comprised of
features related to descriptive attributes in dBASE files.


Tables A set of data elements that has a horizontal dimension (rows) and a
vertical dimension (columns) in a relational database system. A table
has a specified number of columns but can have any number of rows.


Topology The spatial relationships between connecting and adjacent geographic
features.
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APPENDIX II


Graphic and Tabular Product Examples


The following examples are simplified versions of the PLOAD products.


TOTAL POLLUTANT LOADS BY WATERSHED - MAP
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TOTAL POLLUTANT LOADS BY WATERSHED – TABLE
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POLLUTANT LOADS PER ACRE BY WATERSHED - MAP
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POLLUTANT LOADS PER ACRE BY WATERSHED - TABLE
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EVENT MEAN CONCENTRATION BY WATERSHED - MAP
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EVENT MEAN CONCENTRATION BY WATERSHED – TABLE
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POLLUTANT LOADS BY BMP, LAND USE AND WATERSHED - TABLE
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APPENDIX III


Description of PLOAD Scripts


This section describes the steps involved integrating PLOAD into BASINS and lists PLOAD
Avenue scripts. PLOAD scripts which are not part of a PLOAD dialog are grouped under
‘Menus’ or ‘Extension.’  A brief description follows the name of each Avenue script.


Steps to Integrate PLOAD into BASINS
• BASINS software has a fixed directory structure with the BASINS folder being located at


the root level. Some new folders for PLOAD were (e.g. PLOAD folder under MODELS)
added in a manner consistent with BASINS directory structure. The PLOAD ArcView
extension (i.e. the avx file) was copied to the \basins\etc\extensions folder.


• Use of global variables was minimized and generic names were avoided for global
variables. Use of generic names increases risk of interfering with other BASINS
extensions using a global variable by the same name. PLOAD uses function calls
explicitly stating global variable names and avoids global function calls (e.g.
ClearGlobals). This global function call would affect global variables used by other
BASINS extensions and may cause the program to crash.


• PLOAD was originally designed to work with user supplied datasets. Therefore,
filenames and field names were never hardcoded in the scripts. PLOAD scripts were
slightly modified to allow users to select GIS data from the BASINS View Table of
Contents (i.e. list of themes) in addition to data stored in the hard disk.


• PLOAD scripts originally assumed that the distance unit of the GIS data would be in
‘feet.’ The distance unit of GIS data in BASINS is ‘meters.’ Therefore, PLOAD scripts
were modified to make appropriate unit conversions prior to using the variables
(distance and area variables) in formulas.


• For BASINS Extension Manager to incorporate PLOAD correctly, the ‘Make’ script to
build the PLOAD extension was modified to recognize the custom ‘Models’ menu in the
View document GUI.


PLOAD Scripts
1. PLOAD Extension – General Scripts


zz.ploadsortguis Places PLOAD document under View document in the
ProjectWindow


2. View Document Menu – ‘Models’ Menu Item


zz.menustart Opens PLOAD Session Manager dialog
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3. PLOAD Document Menu – ‘PLOAD’ Menu Items


zz.menustart Opens PLOAD Session Manager dialog
zz.plviewmenulayout Opens PLOAD Layout Options dialog
zz.closealldocs Closes all open PLOAD documents


4. DoneWin Dialog


zz.lbtviewdone Closes the view window after user is done selecting
watersheds


5. ExcelDlog Dialog


zz.importexcel2 Opens Excel and asks for user to select range of cells
zz.setexcelpath Sets path to Excel executable if not previously defined


6. Pload_Start Dialog (Session Manger)


zz.startup Calls script that opens main PLOAD dialog
zz.ploaddlogrun Opens main PLOAD dialog (Pollutant Loading Parameters)
zz.odb_getodb_new_name Allows user to open saved session
zz.odb_dialogparamrestore Restores saved dialog and session parameters
zz.ploadstartdelete Allows user to delete a session within a project
zz.ploadstartview Allows user to view PLOAD views and tables
zz.ploadstarthelp Allows user to access PLOAD Help
zz.ploadstartexit Exits user from Session Manager


7. PLOAD Dialog (Pollutant Loading Parameters)


General


zz.odb_getodb_newname Called by ‘Open Session’ button. Allows user to open a
saved session


zz.odb_makeodb_no_output Called by ‘Save Session’ button. Allows user save a session
zz.odb_dialogdict Writes contents of PLOAD dictionary to odb
zz.ploadreset Resets PLOAD dialog
zz.ploadexit Exits PLOAD dialog
zz.odb_makeodb_no_output2 Script save s PLOAD session when user closes PLOAD


dialog
zz.ploaddlogopen Standard open script for PLOAD dialog
zz.ploaddlogopennull Special open script for PLOAD dialog
zz.lbtruncalc Called by ‘Run Calculations’ button. Performs calculations
zz.identity Performs Identity on Watershed and Land use data
zz.intersect Performs intersect on BMP’s and Identity theme
zz.lbtruncalc_intersectthmdefinition Called by zz.lbtruncalc
zz.lbtruncalc_pointbmp Called by zz.lbtruncalc
zz.lbtruncalc_pointpollutant Called by zz.lbtruncalc
zz.jointoareasum Called by zz.lbtruncalc
zz.ploadsummarize Called by zz.lbtruncalc
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zz.ploadexporttable Called by zz.lbtruncalc. Generic script used to create new
tables


zz.basinthemeexport Called by zz.lbtruncalc, creates session specific shape file


Section 1 – Create Session


zz.lbtcreatesessionclick Allows user to name a new session


Section 2 – Watershed Definition


zz.coverdefinition_basin Allows user to select watershed dataset
zz.tablequery_basin Allows user to select watershed unique identifier (or name)


field


Section 3 – Watershed Selection


zz.lbtselbasin Allows user to interactively select watersheds on screen
zz.lbtallbasin Allows user to select all watersheds in data set


Section 4 – Land use Definition


zz.coverdefinition_land use Allows user to select land use data set
zz.tablequery_land use Allows user to select land use code field


Section 5 – Calculation Method Definition


zz.definecalcmethod Opens Calculation Method dialog


Section 6 – Best Management Practices


zz.ploadbmpradno Sets bmp option to no
zz.ploadbmpradyes Opens BMP Definition dialog


Section 7 – Point Source Definition


zz.ploadpointradno Sets point source option to no
zz.ploadpointradyes Opens Point Source Definition dialog


Section 8 – Pre-existing Intersect/Intersect-Identity Data


zz.ploadpreprocradno Sets pre-existing data option to no
zz.ploadpreprocradyes Opens Predefined Geographic Data dialog


8. CalcMethod Dialog (Calculation Method Definition)


General


zz.calcmethoddlogopen Open script for CalcMethod dialog
zz.calcmdlogopennull Special Open script for CalcMethod dialog
zz.calcmlbtdone Tells PLOAD user is done with CalcMethod dialog
zz.calcmlbtreset Rests CalcMethod dialog
zz.importexcel Opens Excel and allows user to select a range of cells
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Simple Method


zz.calcmradsimple Sets calculation method parameter to Simple
zz.calcmradfecal Sets Bacteria parameter to either yes or no
zz.calcmsimple_emc Allows user to select EMC table
zz.tablequery_emc Allows user to define EMC fields
zz.calcmsimple_imp Allows user to select Impervious Ratings table
zz.tablequery_impervious Allows user to define Impervious Ratings fields


Export Method


zz.calcmradexport Sets calculation method to export coefficient
zz.calcmexport_cf Allows user to select Export Coefficient table
zz.tablequery_export Allows user to define Export Coefficient table fields


9. LoadBMP Dialog (BMP Definition)


General Scripts


zz.loadbmplbtdone Tells PLOAD that user is done with LoadBMP dialog
zz.loadbmplbtreset Resets LoadBMP dialog
zz.loadbmpdlogclose Close script for LoadBMP dialog
zz.loadbmpdlogopen Standard open script for LoadBMP dialog
zz.loadbmpopencurrent Special open script for LoadBMP dialog


Data Set Definition Section


zz.coverdefinition_bmp Allows user to select BMP data set
zz.tablequery_bmpcover Allows user to define area serviced and BMP type fields


Look Up Table Definition Section


zz.loadbmp_lut Allows user to select BMP LUT
zz.tablequery_bmplut Allows user to define BMP type field


10. LoadPNT Dialog (Point Source Pollutants)


General Scripts


zz.loadpointlbtdone Tells PLOAD that user is done with LoadPNT dialog
zz.loadpointlbtreset Resets LoadPNT dialog
zz.loadpointdlogclose Close script for LoadPNT dialog
zz.loadpointdlogopen Standard open script for LoadPNT dialog
zz.loadpointopencurrent Special open script for LoadPNT dialog


Data Set Definition Section


zz.coverdefinition_point Allows user to select PNT data set
zz.tablequery_pntcover Allows user to define PNT unique id (name) field
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Lookup Table Definition Section


zz.loadpoint_lut Allows user to select PNT LUT
zz.tablequery_pntlut Allows user to define pollutant field(s)


11. Pload_GD Dialog (Pre-existing identity/intersect-identity data)


zz.pload_gdlbtdone Tells PLOAD that user is done with Pload_GD dialog
zz.importintersect Allows user to import pre-existing Watershed/Land use data set
zz.importintersect_identity Allows user to import pre-existing Watershed/LU/BMP data


set
zz.pload_gddlogclose Close script for Pload_GD dialog
zz.pload_gddlogopen Open script for Pload_GD dialog


12. Pload_Out Dialog (Output/Layout options)


zz.mapbasin Allows user to map pollutant load by watershed
zz.mapemc Allows user to map EMC by pollutant
zz.mapload_area Allows user to map pollutant load by area
zz.mapexit Exits from Pload_Out dialog
zz.pload_outopencurrent Open script for Pload_Out dialog
zz.radout_labeler Allows user to label watershed in layouts
zz.layout Creates layouts based on user input
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A
P


P
E


N
D


IX
 IV


Event Mean Concentrations (EMCs) and Export Coefficients


This section includes a EM
C


 values (Table IV
.1) and Export C


oefficients for different part of the country.


TAVLE IV.1
Some EMC Values as Reported in Literature


Land U
se


B
O


D
(m


g/L)
C


O
D


(m
g/L)


TSS
(m


g/L)
Total


D
issolved
Solids
(m


g/L)


Total
N


itrogen
(m


g/L)


N
itrate and
N


itrite
N


itrogen
(m


g/L)


N
itrate


N
itrogen
(m


g/L)


TK
N


(m
g/L)


A
m


m
onia


N
itrogen
(m


g/L)


O
rg.


N
itrogen
(m


g/L)


Total
Phosphorus


(m
g/L)


D
iss.


Phosphorus
(m


g/L)


Zinc
(m


g/L)
C


opper
(m


g/L)
Lead


(m
g/L)


C
adm


ium
(m


g/L)
C


hrom
ium


(m
g/L)


N
ickel


(m
g/L)


Fecal
C


oliform
 -


G
eom


etric
M


eans
(counts/
100m


l)


C
om


m
ent


R
eference


N
ational (N


U
R


P)


R
esidential


10
73


101
0.736


1.9
0.383


0.143
0.135


0.033
0.144


U
.S. EPA, 1983


M
ixed


7.8
65


67
0.558


1.288
0.262


0.056
0.154


0.027
0.114


U
.S. EPA, 1983


C
om


m
ercial


9.3
57


69
0.572


1.179
0.201


0.08
0.226


0.029
0.104


U
.S. EPA, 1983


O
pen/N


onurban
----


40
70


0.543
0.965


0.121
0.026


0.195
----


0.03
U


.S. EPA, 1983


M
id-Atlantic


Suburban
5.1


35.6
0.48


1.51
0.26


0.26
0.037


----
0.018


Schueler 1987


U
rban


----
163.0


8.90
7.20


1.10
1.08


0.397
0.105


0.389
Schueler 1987


C
om


m
ercial


36.0
----


0.84
1.49


----
----


0.250
----


0.370
Schueler 1987


Forest
----


>40
0.17


0.61
0.07


0.15
----


----
----


Schueler 1987


H
ighw


ay
----


124.0
----


2.72
----


----
0.380


----
0.550


Schueler 1987


Texas - C
oastal


R
esidential


25.5
49.5


41
134


0.23
1.50


0.57
0.48


0.080
0.015


0.009
R


aird, et al, 1996


C
om


m
ercial


23
116


55.5
185


0.26
1.10


0.32
0.11


0.180
0.015


0.013
R


aird, et al, 1996


Industrial
14


45.5
60.5


116
0.30


0.99
0.28


0.22
0.245


0.015
0.015


R
aird, et al, 1996
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TAVLE IV.1
Some EMC Values as Reported in Literature


Land U
se


B
O


D
(m


g/L)
C


O
D


(m
g/L)


TSS
(m


g/L)
Total


D
issolved
Solids
(m


g/L)


Total
N


itrogen
(m


g/L)


N
itrate and
N


itrite
N


itrogen
(m


g/L)


N
itrate


N
itrogen
(m


g/L)


TK
N


(m
g/L)


A
m


m
onia


N
itrogen
(m


g/L)


O
rg.


N
itrogen
(m


g/L)


Total
Phosphorus


(m
g/L)


D
iss.


Phosphorus
(m


g/L)


Zinc
(m


g/L)
C


opper
(m


g/L)
Lead


(m
g/L)


C
adm


ium
(m


g/L)
C


hrom
ium


(m
g/L)


N
ickel


(m
g/L)


Fecal
C


oliform
 -


G
eom


etric
M


eans
(counts/
100m


l)


C
om


m
ent


R
eference


Transportation
6.4


59
73.5


194
0.56


1.50
0.22


0.10
0.060


0.011
0.011


R
aird, et al, 1996


C
ropland


4
----


107
1225


1.60
1.70


1.30
----


0.016
0.002


0.002
R


aird, et al, 1996


R
angeland


0.5
----


1
245


0.40
0.20


<0.01
----


0.006
<10


0.005
R


aird, et al, 1996


U
ndev/O


pen
----


40
70


----
0.54


0.96
0.12


0.05
----


----
0.002


R
aird, et al, 1996


W
est W


atershed, Atlanta, G
A


Forest/O
pen Space


5.0
70


0.2
0.1


0.04
0.00


0.00
0.000


500
Based on a
non-statistical
review


 and best
professional
judgm


ent


C
H


2M
 H


ILL, W
.L.


Jorden, and C
D


M
.


R
esidential-Low


15
180


0.2
0.4


0.10
0.03


0.03
0.005


8,700
Based on a
non-statistical
review


 and best
professional
judgm


ent


C
H


2M
 H


ILL, W
.L.


Jorden, and C
D


M
.


R
esidential-


M
edium


15
180


0.2
0.4


0.10
0.03


0.03
0.005


8,700
Based on a
non-statistical
review


 and best
professional
judgm


ent


C
H


2M
 H


ILL, W
.L.


Jorden, and C
D


M
.


R
esidential-H


igh
15


180
0.2


0.4
0.10


0.03
0.03


0.005
8,700


Based on a
non-statistical
review


 and best
professional
judgm


ent


C
H


2M
 H


ILL, W
.L.


Jorden, and C
D


M
.


M
ultifam


ily
R


esidential
15


180
0.2


0.4
0.10


0.03
0.03


0.005
8,700


Based on a
non-statistical
review


 and best
professional
judgm


ent


C
H


2M
 H


ILL, W
.L.


Jorden, and C
D


M
.
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TAVLE IV.1
Some EMC Values as Reported in Literature


Land U
se


B
O


D
(m


g/L)
C


O
D


(m
g/L)


TSS
(m


g/L)
Total


D
issolved
Solids
(m


g/L)


Total
N


itrogen
(m


g/L)


N
itrate and
N


itrite
N


itrogen
(m


g/L)


N
itrate


N
itrogen
(m


g/L)


TK
N


(m
g/L)


A
m


m
onia


N
itrogen
(m


g/L)


O
rg.


N
itrogen
(m


g/L)


Total
Phosphorus


(m
g/L)


D
iss.


Phosphorus
(m


g/L)


Zinc
(m


g/L)
C


opper
(m


g/L)
Lead


(m
g/L)


C
adm


ium
(m


g/L)
C


hrom
ium


(m
g/L)


N
ickel


(m
g/L)


Fecal
C


oliform
 -


G
eom


etric
M


eans
(counts/
100m


l)


C
om


m
ent


R
eference


Institutional
10


140
0.5


0.3
0.14


0.01
0.02


0.005
1,400


Based on a
non-statistical
review


 and best
professional
judgm


ent


C
H


2M
 H


ILL, W
.L.


Jorden, and C
D


M
.


C
om


m
ercial


10
130


0.5
0.3


0.12
0.01


0.02
0.005


1,400
Based on a
non-statistical
review


 and best
professional
judgm


ent


C
H


2M
 H


ILL, W
.L.


Jorden, and C
D


M
.


Industrial
14


88
0.4


0.3
0.16


0.02
0.02


0.006
2,300


Based on
norm


al m
eans


of AR
SW


C
S


m
onitoring data


(1992-1996) for
industrial land
use


C
D


M
, 1996


W
ater/W


etland
5.0


70
0.2


0.1
0.20


0.00
0.00


0.000
500


Based on a
non-statistical
review


 and best
professional
judgm


ent


C
H


2M
 H


ILL, W
.L.


Jorden, and C
D


M
.


H
ighw


ay
14


140
0.5


0.3
0.14


0.01
0.02


0.005
1,400


Based on a
non-statistical
review


 and best
professional
judgm


ent


C
H


2M
 H


ILL, W
.L.


Jorden, and C
D


M
.


C
onstruction Area


13
1000


0.2
0.2


0.40
0.05


0.02
0.008


1,000
Based on a
non-statistical
review


 and best
professional
judgm


ent


C
H


2M
 H


ILL, W
.L.


Jorden, and C
D


M
.
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TAVLE IV.1
Some EMC Values as Reported in Literature


Land U
se


B
O


D
(m


g/L)
C


O
D


(m
g/L)


TSS
(m


g/L)
Total


D
issolved
Solids
(m


g/L)


Total
N


itrogen
(m


g/L)


N
itrate and
N


itrite
N


itrogen
(m


g/L)


N
itrate


N
itrogen
(m


g/L)


TK
N


(m
g/L)


A
m


m
onia


N
itrogen
(m


g/L)


O
rg.


N
itrogen
(m


g/L)


Total
Phosphorus


(m
g/L)


D
iss.


Phosphorus
(m


g/L)


Zinc
(m


g/L)
C


opper
(m


g/L)
Lead


(m
g/L)


C
adm


ium
(m


g/L)
C


hrom
ium


(m
g/L)


N
ickel


(m
g/L)


Fecal
C


oliform
 -


G
eom


etric
M


eans
(counts/
100m


l)


C
om


m
ent


R
eference


Florida


C
om


m
ercial


7.86
67


93.83
149.7


1.82
1.75


0.206
----


0.3509
0.2305


0.558
0.00815


H
ighw


ay
6.7


111.7
38.5


102.5
2


----
0.281


----
0.1893


0.0359
0.3985


0.007267


Industrial
17.54


186.8
517.7


173.1
----


----
1.71


----
0.8801


0.03149
0.3966


----


O
pen/R


ecreation
1.45


----
11.1


----
1.25


----
0.05


----
0.006


----
----


----


R
esidential


10.55
66.25


47.16
105


2.53
1.67


0.5304
----


0.0582
0.016


0.104
0.00353


W
ashington


In-pipe Industrial
194


0.633
0.629


0.053
W


ashington State
D


epartm
ent of


Ecology, 2000


Transportation
169


0.376
0.236


0.035
W


ashington State
D


epartm
ent of


Ecology, 2000


C
om


m
ercial


92
0.391


0.168
0.032


W
ashington State


D
epartm


ent of
Ecology, 2000


R
esidential


64
0.365


0.108
0.014


W
ashington State


D
epartm


ent of
Ecology, 2000


O
pen


58
0.166


0.025
0.004


W
ashington State


D
epartm


ent of
Ecology, 2000


N
orth C


arolina R
ecom


m
ended EM


C
s by Land U


se for M
ean Values (C


H
2M


 H
ILL, 2000)


Forested W
etland


4.1
29.4


19
52


1.1
0.4


0.1
0.5


0.2
0.1


0.0229
0.0053


0.003
0.0005


0.0028
0.0047


C
H


2M
 H


ILL, 2000


C
ropland and


Pasture
4.2


29.7
19.2


52
1.1


0.4
0.1


0.5
0.2


0.1
0.0235


0.0054
0.0031


0.0005
0.0029


0.0047
C


H
2M


 H
ILL, 2000
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TAVLE IV.1
Some EMC Values as Reported in Literature


Land U
se


B
O


D
(m


g/L)
C


O
D


(m
g/L)


TSS
(m


g/L)
Total


D
issolved
Solids
(m


g/L)


Total
N


itrogen
(m


g/L)


N
itrate and
N


itrite
N


itrogen
(m


g/L)


N
itrate


N
itrogen
(m


g/L)


TK
N


(m
g/L)


A
m


m
onia


N
itrogen
(m


g/L)


O
rg.


N
itrogen
(m


g/L)


Total
Phosphorus


(m
g/L)


D
iss.


Phosphorus
(m


g/L)


Zinc
(m


g/L)
C


opper
(m


g/L)
Lead


(m
g/L)


C
adm


ium
(m


g/L)
C


hrom
ium


(m
g/L)


N
ickel


(m
g/L)


Fecal
C


oliform
 -


G
eom


etric
M


eans
(counts/
100m


l)


C
om


m
ent


R
eference


U
pland Forest


4.3
30.4


19.7
52


1.1
0.4


0.1
0.5


0.2
0.1


0.0248
0.0056


0.0032
0.0005


0.0029
0.0047


C
H


2M
 H


ILL, 2000


U
rban O


pen
4.4


30.7
20


52
1.1


0.4
0.1


0.5
0.2


0.1
0.0254


0.0057
0.0032


0.0005
0.0029


0.0047
C


H
2M


 H
ILL, 2000


U
nsew


ered Low
D


ensity R
es.


4.5
31.3


20.5
52


1.1
0.4


0.1
0.5


0.2
0.1


0.0268
0.0059


0.0034
0.0005


0.003
0.0048


C
H


2M
 H


ILL, 2000


C
om


m
unications


and U
tilities


4.6
31.7


20.7
52


1.2
0.4


0.1
0.5


0.2
0.1


0.0275
0.006


0.0034
0.0005


0.003
0.0048


C
H


2M
 H


ILL, 2000


Low
 D


ensity
R


esidential
5


33.4
22.1


52
1.2


0.4
0.1


0.6
0.2


0.1
0.0312


0.0065
0.0038


0.0005
0.0031


0.0048
C


H
2M


 H
ILL, 2000


Transitional/
C


onstruction
6.4


39.2
26.8


52
1.5


0.5
0.2


0.7
0.2


0.1
0.0459


0.0083
0.005


0.0005
0.0035


0.005
C


H
2M


 H
ILL, 2000


M
edium


 D
ensity


R
esidential


7.5
43.5


30.5
52


1.7
0.6


0.2
0.7


0.2
0.1


0.0594
0.0097


0.0061
0.0006


0.0038
0.005


C
H


2M
 H


ILL, 2000


U
nsew


ered
M


edium
 D


ensity
R


esidential


7.5
43.5


30.5
52


1.7
0.6


0.2
0.7


0.2
0.1


0.0594
0.0097


0.0061
0.0006


0.0038
0.005


C
H


2M
 H


ILL, 2000


Institutional
11.3


56.7
41.9


52
2.4


0.7
0.4


1
0.3


0.2
0.1129


0.0147
0.0099


0.0006
0.0045


0.0053
C


H
2M


 H
ILL, 2000


H
igh D


ensity
R


esidential
13.3


63.1
47.7


52
2.7


0.8
0.4


1.1
0.3


0.2
0.1459


0.0173
0.012


0.0007
0.0049


0.0054
C


H
2M


 H
ILL, 2000


M
ultifam


ily D
ensity


R
esidential


13.3
63.1


47.7
52


2.7
0.8


0.4
1.1


0.3
0.2


0.1459
0.0173


0.012
0.0007


0.0049
0.0054


C
H


2M
 H


ILL, 2000


C
om


m
ercial and


Services
15.7


70.1
54.2


52
3.1


0.9
0.5


1.3
0.4


0.2
0.1887


0.0204
0.0145


0.0007
0.0053


0.0055
C


H
2M


 H
ILL, 2000


H
ighw


ays
17


74
57.8


52
3.3


1
0.6


1.3
0.4


0.2
0.2146


0.0221
0.016


0.0007
0.0055


0.0055
C


H
2M


 H
ILL, 2000


Industrial
17


74
57.8


52
3.3


1
0.6


1.3
0.4


0.2
0.2146


0.0221
0.016


0.0007
0.0055


0.0055
C


H
2M


 H
ILL, 2000
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Location
Land U


se
C


ategory
B


O
D


(lbs/ac/yr)
TSS


(lbs/ac/yr)
TN


(lbs/ac/yr)
TP


(lbs/ac/yr)
Lead


(lbs/ac/yr)
C


adm
ium


(lbs/ac/yr)
C


hrom
ium


(lbs/ac/yr)
C


opper
(lbs/ac/yr)


M
ercury


(lbs/ac/yr)
N


ickel
(lbs/ac/yr)


Zinc (lbs/ac/yr)


Florida
Low


 density
residential


8.83
28.00


4.43
0.47


M
edian value


N
ortheast Florida W


ater
M


anagem
ent D


istrict, 1994


M
ulti-fam


ily
residential


42.10
344.10


7.07
1.97


M
edian value


N
ortheast Florida W


ater
M


anagem
ent D


istrict, 1994


C
om


m
ercial


53.90
586.50


9.48
2.05


M
edian value


N
ortheast Florida W


ater
M


anagem
ent D


istrict, 1994


H
ighw


ay
87.40


980.90
6.25


2.50
M


edian value
N


ortheast Florida W
ater


M
anagem


ent D
istrict, 1994


Industrial
46.80


696.00
9.93


4.77
M


edian value
N


ortheast Florida W
ater


M
anagem


ent D
istrict, 1994


O
pen Lands


3.09
19.40


2.32
0.16


M
edian value


N
ortheast Florida W


ater
M


anagem
ent D


istrict, 1994


W
etlands


13.90
24.30


4.90
0.22


M
edian value


N
ortheast Florida W


ater
M


anagem
ent D


istrict, 1994


Pasture
14.85


591.15
5.60


0.50
M


edian value
N


ortheast Florida W
ater


M
anagem


ent D
istrict, 1994


Agriculture
16.03


1997.03
15.65


0.94
M


edian value
N


ortheast Florida W
ater


M
anagem


ent D
istrict, 1994


W
oodland


4.48
57.4


2.78
0.13


M
edian value


N
ortheast Florida W


ater
M


anagem
ent D


istrict, 1994


W
isconsin, M


ilw
aukee


O
ver 95%


 Agricultural
0.92


M
edian value


Panuska and Lillie, 1995


O
ver 75%


 Agricultural
0.66


M
edian value


Panuska and Lillie, 1995


O
ver 50%


 Agricultural
0.50


M
edian value


Panuska and Lillie, 1995


M
ixed


0.86
M


edian value
Panuska and Lillie, 1995


Forest
0.08


M
edian value


Panuska and Lillie, 1995


U
rban


0.46
M


edian value
Panuska and Lillie, 1995
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Location
Land U


se
C


ategory
B


O
D


(lbs/ac/yr)
TSS


(lbs/ac/yr)
TN


(lbs/ac/yr)
TP


(lbs/ac/yr)
Lead


(lbs/ac/yr)
C


adm
ium


(lbs/ac/yr)
C


hrom
ium


(lbs/ac/yr)
C


opper
(lbs/ac/yr)


M
ercury


(lbs/ac/yr)
N


ickel
(lbs/ac/yr)


Zinc (lbs/ac/yr)


W
isconsin, M


ilw
aukee -


U
rban Land U


se
Freew


ays
873.61


0.93
4.43


Apr - N
ov


N
ovotny and O


lem
, 1997


Industrial
853.98


1.33
2.41


Apr - N
ov


N
ovotny and O


lem
, 1997


C
om


m
ercial


853.98
1.33


2.41
Apr - N


ov
N


ovotny and O
lem


, 1997


Parking Lots
404.24


0.70
0.86


Apr - N
ov


N
ovotny and O


lem
, 1997


H
igh density residential


434.58
1.00


0.80
Apr - N


ov
N


ovotny and O
lem


, 1997


M
edium


 density residential
192.75


0.52
0.21


Apr - N
ov


N
ovotny and O


lem
, 1997


Low
 density residential


9.82
0.04


0.01
Apr - N


ov
N


ovotny and O
lem


, 1997


Parks
2.68


0.03
0.01


Apr - N
ov


N
ovotny and O


lem
, 1997


PLU
AR


G
 - Storm


 Sew
ers


I. Low
 Pollution


Loads
30.34


348.02
8.03


1.43
0.14


0.01
0.02


0.04
0.03


0.03
0.51


Includes low
- and


m
edium


-density
residential land uses
(<125 people/ha)
and lim


ited-
nuisance industrial
activities (w


hole-
sale, w


arehouses).


N
ovotny and O


lem
, 1997


II. Interm
ediate


Pollution Loads
80.31


321.25
9.99


3.03
0.16


0.01
0.02


0.04
0.04


0.03
0.56


Include high-density
residential (>125
people/ha) and com


-
m


ercial land use.


N
ovotny and O


lem
, 1997


III: H
ighest


Pollution Loads
30.34


599.66
6.96


1.96
0.24


0.02
0.04


0.07
0.06


0.03
0.87


Includes m
edium


-
and high-intensity
industrial uses.


N
ovotny and O


lem
, 1997


IV: Low
est


Pollution
Potential


1.00
9.99


0.20
0.04


0.02
0.00


0.00
0.01


0.01
0.00


0.07
Include parks and
playgrounds. In
m


any cases pollu-
tion loads from


 these
lands are negligible.


N
ovotny and O


lem
, 1997







APPENDIX IV – EVENT MEAN CONCENTRATIONS (EMCS) AND EXPORT COEFFICIENTS


W
DC010120001.ZIP/1/HSQ


44


Location
Land U


se
C


ategory
B


O
D


(lbs/ac/yr)
TSS


(lbs/ac/yr)
TN


(lbs/ac/yr)
TP


(lbs/ac/yr)
Lead


(lbs/ac/yr)
C


adm
ium


(lbs/ac/yr)
C


hrom
ium


(lbs/ac/yr)
C


opper
(lbs/ac/yr)


M
ercury


(lbs/ac/yr)
N


ickel
(lbs/ac/yr)


Zinc (lbs/ac/yr)


PLU
AR


G
 - C


om
bined


Sew
ers


I. Low
 Pollution


Loads
119.58


689.79
28.11


9.10
0.14


0.01
0.02


0.06
0.04


0.03
0.57


Includes low
- and


m
edium


-density
residential land uses
(<125 people/ha)
and lim


ited-nuisance
industrial activities
(w


holesale,
w


arehouses).


N
ovotny and O


lem
, 1997


II. Interm
ediate


Pollution Loads
261.46


599.66
32.57


10.35
0.16


0.02
0.03


0.06
0.04


0.03
0.63


Include high-density
residential (>125
people/ha) and com


-
m


ercial land use.


N
ovotny and O


lem
, 1997


III: H
ighest


Pollution Loads
99.94


660.34
30.79


9.73
0.25


0.02
0.04


0.10
0.07


0.05
0.97


Includes m
edium


-
and high-intensity
industrial uses.


N
ovotny and O


lem
, 1997


IV: Low
est


Pollution
Potential


1.43
9.99


0.98
0.30


0.02
0.00


0.00
0.01


0.01
0.00


0.08
Include parks and
playgrounds. In
m


any cases
pollution loads from
these lands are
negligible.


N
ovotny and O


lem
, 1997


N
ovotny, V., and H


. O
lem


, W
ater Q


uality: Prevention, Identification and M
anagem


ent of D
iffuse Pollution, John W


iley Publishers, N
ew


 York, N
Y, 1997.


C
H


2M
 H


ILL. U
rban Storm


w
ater Pollutant Event M


ean C
oncentrations (EM


C
s) and Annual R


unoff C
oefficients for C


alculation of Annual Pollutant Loads - Task F1 - “Pollutant Loadings”, D
ER


M
 Storm


w
ater M


anagem
ent M


aster
Plan, Phase I (C


-9 East Basin Study). Prepared for the M
etropolitan D


ade C
ounty D


epartm
ent of Environm


ental R
esources M


anagem
ent, M


iam
i, FL. D


ecem
ber 1, 1993.


C
H


2M
 H


ILL, 2000. Technical M
em


orandum
 1, U


rban Storm
w


ater Pollution Assessm
ent, prepared for N


orth C
arolina D


epartm
ent of Environm


ent and N
atural R


esources, D
ivision of W


ater Q
uality, August, 2000.


N
ortheast Florida W


ater M
anagem


ent D
istrict, 1994. St. M


arks and W
akulla R


ivers R
esource Assessm


ent and G
reenw


ay Protection Plan, Septem
ber 1994. Appendix 4.


N
ovotny, Vladim


ir and H
arvey O


lem
, 1994. W


ater Q
uality: Prevention, Identification, and M


anagem
ent of D


iffuse Pollution, Van N
ostrand R


einhold, N
ew


 York, 1994.
Panuska, John C


. and R
ichard A. Lillie, 1995. Phosphorus Loadings from


 W
isconsin W


atersheds: R
ecom


m
ended Phosphorus Export C


oefficients for Agricultural and Forested W
atersheds. R


esearch M
anagem


ent Findings,
Bureau of R


esearch, W
isconsin D


epartm
ent of N


atural R
esources, N


um
ber 38, April 1995. .


Polls, Irw
in and R


ichard Lanyon, 1980. Pollutant C
oncentrations from


 H
om


ogeneous Land U
ses. Journal of the Environm


ental Engineering D
ivision, February 1980.


R
aird, C


harles, M
arshall Jennings, D


avid O
ckerm


an, and Tim
 D


ybale, 1996. C
haracterization of N


onpoint Sources and Loadings to C
orpus C


hristi Bay N
ational Estuary Program


 Study Area, C
orpus C


hristi Bay N
ational Estuary


Program
/U


SG
S/N


R
C


S, C
C


BN
EP-05, January 1996, Table IV.9. http://tarpon.tam


ucc.edu/Library/FinalR
eports/pdf/C


C
B05.pdf.pdf


Schueler, Thom
as R


., 1997 C
ontrolling U


rban R
unoff: A Practical M


anual for Planning and D
esigning U


rban BM
Ps. M


etropolitan W
ashington C


ouncil of G
overnm


ents, July 1997.
U


.S. EPA, 1983. R
esults of the N


ationw
ide U


rban R
unoff Program


, Volum
e 1 - Final R


eport. U
.S. Environm


ental Protection Agency, PB84-185552, D
ecem


ber 1983.
W


ashington State D
epartm


ent of Ecology, 2000. Storm
w


ater M
anagem


ent M
anual for W


estern W
ashington: Volum


e I M
inim


um
 Technical R


equirem
ents. Publication N


o. 99-11, August, 2000.





		GIS Pollutant Loading Application—�Users Manual

		1.	Pollutant Loading Application Overview

		2.	Input Data

		2.1	GIS Data

		2.2	Tabular Data

		2.2.1	Export Coefficient Table

		2.2.2	Event Mean Concentration Table

		2.2.3	Impervious Factor Table

		2.2.4	BMP Efficiency Table





		3.	Pollutant Loading Calculation Equations

		3.1	Export Coefficient Method

		3.2	Simple Method

		3.3	BMP Computations



		4.	User Input Parameters

		5.	Output Product Options

		6.	PLOAD Input Data

		

		

		GIS Data

		EMC Data

		Impervious Factor Data

		Export Coefficient Data

		BMP Data

		Point Source Data







		7.	Setup and Executing PLOAD

		7.1	Starting PLOAD

		7.2	Running PLOAD via New Session

		7.3	Running PLOAD via Open Session

		7.4	Viewing Output

		7.5	Creating Layouts and Data Post Processing





		Glossary of Terms

		Graphic and Tabular Product Examples

		Description of PLOAD Scripts

		Steps to Integrate PLOAD into BASINS

		PLOAD Scripts





		Event Mean Concentrations (EMCs) and Export Coefficients






DEVELOPING WATER QUALITY CRITERIA FOR
SUSPENDED AND BEDDED SEDIMENTS (SABS)


Potential Approaches


A U.S. EPA Science Advisory Board Consultation


DRAFTDRAFT


US EPA
Office of Water


Office of Science and Technology


August  2003







2


TABLE OF CONTENTS:


ACKNOWLEDGMENTS 4


GLOSSARY OF TERMS 5


WHAT IS THE PURPOSE OF THIS DOCUMENT? 8


BACKGROUND 8


– What Are Suspended and Bedded Sediments (SABS)? 8


– What Are the Impacts of SABS? 9


– What Are Water Quality Standards? 14


– What Are Water Quality Criteria? 14


WATER QUALITY CRITERIA FOR SABS– CURRENT STATUS 15


– What Has EPA Issued for Criteria in the Past? 15


– Other Recommended Values 16


– What Are States and Tribes Currently Doing? 16


– Turbidity 18


– Suspended Solids 20


– Biological and Other Criteria as Measures of SABS 20


– Narrative Criteria 21


--Recent Efforts by States to Develop New SABS Criteria 21


Idaho 21


New Mexico 23


– What Is Being Done Elsewhere in the World? 26


Canada 26







3


Australia and New Zealand 27


European Union (EU) 28


POTENTIAL APPROACHES FOR IMPROVED SABS CRITERIA 29


1.  Toxicological Dose-Response Approach 31


2.  Relative Bed Stability and Sedimentation Approach 32


3.  Conditional Probability Approach to Establishing Thresholds 36


4.  State-by-State Reference Condition Criteria Derivation Approach 37


5.  Fluvial Geomorphic Approach 42


6.  Water Body Use Functional Approach 44


7.  Use of New State/International Approaches 46


8.  Combinations/Synthesis of Above Approaches 46


CONCLUSIONS 47


REFERENCES CITED 51


APPENDICES 57







4


ACKNOWLEDGMENTS:


This paper has been compiled by William Swietlik of the Office of Water, Office of
Science and Technology (OST), Health and Ecological Criteria Division (HECD) at EPA
Headquarters with contributions and help from members of the workgroup listed below.  All
inquiries about this paper should be directed to Mr. Swietlik by e-mail at
swietlik.william@epa.gov, or by phone at (202) 566-1129.


A group of EPA professionals has been assembled to work on Suspended and Bedded
Sediment Criteria.  The group consists of the following individuals:


William Swietlik, HECD-OST-OW, HQ
Walter Berry, ORD-NHEERL, Narragansett
Thomas Gardner, SHPD-OST-OW, HQ
Brian Hill, ORD-NHEERL, Duluth
Mitra Jha, EPA Region 8, Denver
Phil Kaufmann, ORD-NHEERL, Corvallis
Brian Melzian, ORD-NHEERL, Narragansett
Douglas Norton, AWPD-OWOW-OW, HQ
John Paul, ORD-NHEERL, RTP
Norman Rubinstein, ORD-NHEERL, Narragansett
Robert Shippen, SHPD-OST-OW, HQ
Robert Spehar, ORD-NHEERL, Duluth


Acknowledgment goes to each of these individuals for the contributions they have made
to this discussion paper and to the better understanding of SABS and possible approaches to
developing water quality criteria.


Acknowledgment is also given to Michael Paul and Benjamin Jessup of Tetra Tech, Inc.,
Ownings Mills, Maryland, (one of EPA’s contractors) for their contributions.







5


GLOSSARY OF TERMS:


Aquatic Life Use- a use designation in State/Tribal water quality standards that generally
provides for survival and reproduction of desirable fish, shellfish, and other aquatic
organisms; classifications specified in state water quality standards relating to the level of
protection afforded to the resident biological community.


Bedload- Sediment which moves along and is in contact with stream or river bottom.


Clean sediments- Suspended and bedded sediments that are not contaminated with toxic
chemicals.


Contaminated sediments- Deposited or accumulated sediments, typically on the bottom
of a water body, that contain contaminants.  These may or may not be toxic as revealed
by a whole sediment toxicity test, or as predicted by equilibrium partitioning.


1Criteria-  Under section 304(a) of the Clean Water Act, EPA publishes scientific
information regarding concentrations of specific chemicals or levels of parameters in
water that protect aquatic life and human health.


2Criteria-  Levels of individual pollutants, or water quality characteristics, or
descriptions of conditions of a water body, adopted into State water quality standards
that, if met, will generally protect the designated use of the water.  In many cases, States
make use of the criteria developed by EPA under definition #1 above.


Designated Uses- those uses specified in State/Tribal water quality standards for each
water body or segment whether or not they are being attained.  Sometimes referred to as
Beneficial Uses, i.e., desirable uses that water quality should support.  Examples are
drinking water supply, primary contact recreation (such as swimming), and aquatic life
support.


Embeddedness- the amount of silt and sediment deposited in and around the larger
gravel, cobble and boulders in the bottom of a stream or river. 


Fines- fine particulate material such as silt and clay particles typically of less than .85
mm diameter.


Jackson turbidity units (JTU)- An alternative way (to NTU) to measure turbidity in
water based on the length of a light path through a suspension that causes the image of a
standard candle flame to disappear.


Nephelometric turbidity units (NTU)- The units of measurement for turbidity in water
as determined by the degree light is scattered at right angles when compared to a standard
reference solution.
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Reference Condition (Biological Integrity)- the condition that approximates natural,
un-impacted conditions (biological, chemical, physical, etc.) for a water body.  Reference
condition (Biological Integrity) is best determined by collecting measurements at a
number of sites in a similar water body class or region under undisturbed or minimally
disturbed conditions (by human activity), if they exist.  Since undisturbed or minimally
disturbed conditions may be difficult or impossible to find, least disturbed conditions,
combined with historical information, models or other methods may be used to
approximate reference condition as long as the departure from natural or ideal is
understood.  Reference condition is used as a benchmark to determine how much other
water bodies depart from this condition due to human disturbance.


Minimally disturbed- the physical, chemical, and biological conditions of a
water body with very limited, or minimal, human disturbance in comparison to
others within the water body class or region.  Minimally disturbed conditions can
change over time in response to natural processes.


Least Disturbed Condition- the best available existing conditions with regard to
physical, chemical, and biological characteristics or attributes of a water body
within a class or region.  These waters have the least amount of human
disturbance in comparison to others within the water body class, region or basin. 
Least disturbed conditions can be readily found, but may depart significantly from
natural, undisturbed conditions or minimally disturbed conditions.  Least
disturbed condition may change significantly over time as human disturbances
change.


Regional Reference Condition- description of the chemical, physical, or biological
condition based on an aggregation of data from reference sites that are representative of a
water body type in an ecoregion, subecoregion, watershed, or political unit.


Sediment- Fragmented material that originates from weathering and erosion of rocks or
unconsolidated deposits, and is transported by, suspended in, or deposited by water.


Sedimentation- The depositing of sediment.


Settleable Solids-   Those solids that will settle to the bottom of a cone-shaped container,
an Imhoff cone, in a 60-minute period.


Silt – Noncohesive soil whole individual particles are not visible to the unaided human
eye (0.002 to 0.05 mm). Silt will crumble when rolled into a ball.


Siltation– The process by which a river, lake, or other water body becomes clogged with
sediment.


Suspended and bedded sediments- particulate organic and inorganic matter that
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suspend in or are carried by the water, and/or accumulate in a loose, unconsolidated form
on the bottom of natural water bodies.


Suspended load- Sediment which is derived from a river/streambed and is wholly or
intermittently supported in the water column by turbulence.


Suspended solids concentration (SSC)- The amount of organic and inorganic particles
suspended in water.  SSC is determined by measuring the dry weight of all the sediment
from a known volume of a water-sediment mixture.


Total suspended solids (TSS)- The entire amount of organic and inorganic particles
dispersed in water.  TSS is measured by several methods, most of which entail measuring
the dry weight of sediment from a known volume of a subsample of the original.


1Turbidity- The scattering of light by fine, suspended particles which causes water to
have a cloudy appearance.  Turbidity is an optical property of water.  More specifically,
turbidity is the intensity of light scattered at one or more angles to an incident beam of
light as measured by a turbidity meter or nephelometer.


2Turbidity- A principal characteristic of water and is an expression of the optical
property that causes light to be scattered and absorbed by particles and molecules rather
than be transmitted in straight lines through a water sample.  It is caused by suspended
matter or impurities that interfere with the clarity of water.  These impurities may include
clay, silt, finely divided inorganic and organic matter, soluble colored organic
compounds, and plankton and other microscopic organisms.


Washload- Sediments smaller than 63 microns which are not from the bed but could be
from bank erosion or upland sources.


Water Quality Standards- are provisions in State or Tribal law or regulations that
define the water quality goals of a water body, or segment thereof, by designating the use
or uses to be made of the water; setting criteria necessary to protect the uses; and
protecting existing water quality through anti-degradation policies and implementation
procedures.
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WHAT IS THE PURPOSE OF THIS DOCUMENT?


The Office of Water in EPA, with support from the Office of Research and Development,
is preparing to develop and issue improved water quality criteria (either recommended values or
methodologies) for use by the States to better manage Suspended and Bedded Sediments (SABS)
in water bodies across the country.  Before undertaking this effort, the Office of Water is
undergoing a consultation with the EPA Science Advisory Board to gain their review and
recommendations on the best scientific approaches to accomplish this.  This paper is being
prepared as the discussion paper for the Science Advisory Board to consider the key scientific
questions regarding methods and approaches for developing water quality criteria for SABS.


This paper provides an introduction to SABS and water quality criteria and discusses the
types and status of water quality criteria that have been or are currently being used by the States,
Canada and elsewhere.  The paper also proposes several new approaches or methods for
developing SABS criteria for consideration by U.S. EPA Science Advisory Board.  The
consultation with the EPA Science Advisory Board is scheduled to take place October 2, 2003 in
Washington, DC.


After the consultation, the Office of Water intends to prepare a comprehensive strategy
for developing and implementing new SABS criteria, or methods, to be used by the States and
Tribes in their water quality standards programs within the next few years as they adopt new and
revised criteria to protect their waters.


BACKGROUND:


– What are Suspended and Bedded Sediments (SABS)? 


Suspended and bedded sediments (SABS) are defined by EPA as particulate organic and
inorganic matter that suspend in or are carried by the water, and/or accumulate in a loose,
unconsolidated form on the bottom of natural water bodies.  This includes the frequently used
terms of clean sediment, suspended sediment, total suspended solids, bedload, turbidity, or in
common terms, dirt, soils or eroded materials.


EPA’s definition of SABS also includes organic solids such as algal material, particulate
leaf detritus and other organic material.  This initiative on SABS criteria intentionally does not
look at contamination in sediments, another significant environmental issue, rather, EPA has
dealt directly with the toxicity of chemicals in sediments through its work on Equilibrium
Partitioning-Derived Sediment Benchmarks.  EPA does recognize however, that managing
SABS in the aquatic environment will have either direct or indirect consequences on the amount
of contaminated sediments and may need to further examine these relationships in future efforts.  


SABS can be further defined in regards to particle size which are related to the mode of
action in the aquatic environment.  SABS can be broken into two fractions based on size – fine
sediment and coarse sediment.  Fine sediment is typically considered to consist mostly of
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particles smaller than 0.85 mm and coarse sediment is defined as greater than 9.5 mm.  Particles
less than 0.063 mm (silt and clay) remain suspended in flowing water and are largely the cause
of turbidity (IDEQ, 2003).


– What are the impacts of SABS?


SABS are a unique water quality problem when compared to toxic chemicals, in that
suspended solids and bedded sediments (including the organic fraction) occur naturally in water
bodies in natural or background amounts and are essential to the ecological function of a water
body.  Suspended solids and sediments transport nutrients, detritus, and other organic matter in
natural amounts which are critical to the health of a water body.  Suspended solids and sediment
in natural quantities also replenish sediment bedloads and create valuable micro-habitats, such as
pools and sand bars.  Therefore, a basic premise for managing suspended and bedded sediments
in water bodies to protect aquatic life uses may be the need to maintain natural or background
levels of SABS in water bodies.


However, SABS in excessive amounts constitute a major ecosystem stressor.  According
to the EPA National Water Quality Inventory - 2000 Report, excessive sediment was the leading
cause of impairment of the Nation’s waters.  The highest frequency of impairment was reported
for rivers and streams, followed by lakes, reservoirs, ponds, and estuaries.  In 1998,
approximately 40% of assessed river miles in the U.S. were impaired or threatened from
excessive SABS. 


Suspended and bedded sediments have two major avenues of effect in aquatic systems; 1)
direct effects on biota, and 2) direct effects on physical habitat, which result in effects on biota. 
In considering impacts, suspended sediment is the portion of SABS that exert a negative impact
via suspension in the water column, such as shading of submerged macrophytes.  Bedded
sediments are those sediments that have a negative impact when they settle out on the bottom of
the water body and smother spawning beds and other habitats.  (An additional summary of the
effects of SABS can be found in Appendix 1 and a comprehensive review can be found in Jha,
2003.  The following discussion is excerpted from  Jha, 2003.)


In streams and rivers, fine inorganic sediments, especially silts and clays, affect the
habitat for macroinvertebrates and fish spawning, as well as fish rearing and feeding behavior.
Larger sands and gravels can scour diatoms and cause burying of invertebrates, whereas
suspended sediment affects the light available for photosynthesis by plants and visual capacity of
animals.  A potential problem with suspended sediment in reservoirs, coastal wetlands, estuaries,
and near-shore zones is decreased light penetration, which often causes aquatic macrophytes to
be replaced with algal communities, with resulting changes in both the invertebrate and fish
communities.  Increased sedimentation also may functionally shift the fish community from
generalist feeding and spawning guilds to more bottom-oriented, silt tolerant fishes.


Sediment starvation caused by structures such as dams and levees is also a problem in
some ecosystems, ranging from the loss of native fish species and native riparian ecosystem
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structure in many dammed Western rivers (e.g., Colorado River, Platte River, Missouri River), to
the subsidence and loss of wetlands (e.g., Mississippi Delta in Louisiana).


Effects of excess suspended and bedded sediments on habitat structure include changes in
refugia for biota (e.g., changes in macrophyte communities), increased fines (and embeddedness)
and scouring in streams, aggradation and destabilization of stream channels, and filling in of
wetlands and other receiving waters, and for sediment starvation, scouring and removal of
riparian and pool habitat, and subsidence and disappearance of wetlands and lowering of the
water table.  Increased turbidity and concomitant changes in light regime may be considered to
be aspects of altered habitat.  Indirect effects on biota will occur as the fish, invertebrates, algae,
amphibians, and birds that rely upon aquatic habitat for reproduction, feeding, and cover are
adversely affected by habitat loss or degradation.  Sea grasses and other submerged aquatic
vegetation (SAV) are considered “keystone” species in temperate and tropical estuaries and
coastal areas.  These flora have a variety of beneficial attributes including providing food and
shelter for many aquatic and terrestrial species.  There has been a worldwide decline in sea
grasses including dramatic regional losses in the Gulf of Mexico.  When studied in detail,
seagrass declines have always been linked to nutrient enrichment as the most important cause,
but suspended sediment remains a suspected secondary cause in several cases.


SABS also affect fish populations.  Three major effects of SABS on fishes include: 1)
behavioral effects, such as inability to see prey or feed normally; 2) physiological effects, such
as gill clogging; and 3) effects due to sediment deposition, such as burial and suffocation of eggs
and larvae.  Physiological effects of sedimentation can result in impaired growth, histological
changes to gill tissue, alterations in blood chemistry, and an overall decrease in health and
resistance to parasitism and disease.  Lower doses or shorter duration of SABS will have
transitory effects, while higher doses for longer periods can result in more lasting and severe
effects.


Fish can also swallow large quantities of sediment, causing illness, reduced growth and
eventual death, depending on other contaminants that may be adsorbed to the sediment.  Some
other physiological changes include; release of stress hormones (i.e., cortisol and epinephrine), a
compensatory response to a decrease in gill function, and clogging gill mucus causing
asphyxiation and traumatization of gill tissue.  The severity of damage appears to be related to
the dose of exposure as well as the size and angularity of the particles involved. 


Certain fish populations may be severely impacted in their ability to feed by even small
increases in SABS concentrations because of increased turbidity.  Fish that need to see their prey
to feed suffer from reduced visibility in turbid water and may be restricted from otherwise
satisfactory habitat.  Some fishes are able to hunt better as SABS concentrations increase up to a
point because of increased contrast between the prey and the surrounding water.  


Many species of fish may relocate when sediment load is increased, because fish can
readily disperse.  Other behavior responses include an increased frequency of the cough reflex
and temporary disruption of territoriality.  The severity of the behavioral response is associated
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with the timing of disturbance, the level of stress, decreased energy reserves, phagocytes,
metabolic depletion, seasonal variation, and alteration of the habitat.  


Severity of effect caused by suspended sediments is a function of many factors, which, in
addition to sediment concentration, duration, particle size, and life history stage, may include
temperature, physical and chemical characteristics of the particles, associated toxicants,
acclimatization, other stressors, and interactions of these factors.  Suspended sedimentation
effects have been scored on a qualitative scale as “severity of ill effect” (SEV), that include
everything from “no behavioral effects” (lowest on the scale) to behavioral effects (low on the
scale); to sublethal effects (higher on the scale); to lethal effects (highest on the scale). 
According to Griffiths and Walton (1978), the upper tolerance level for suspended sediment is
between 80-100 mg/l for fish, and as low as 10-15 mg/l for bottom invertebrates.


Many species of fish and macroinvertebrates use the interstitial spaces at the bottom of
streams to lay their eggs.  Reproductive success is severely affected by sediment deposition
particularly in benthic spawning fishes. The primary mechanisms of action are through increased
egg mortality, reduced egg hatch and a reduction in the successful emergence of larvae .  The
cause of egg survival rates and egg death are due to reduced permeability of streambed and from
burial by settled particles.  Thin coverings (a few mm) of fine particles are believed to disrupt the
normal exchange of gases and metabolic wastes between the egg and water.  Sediment
deposition has caused a 94% reduction in numbers and standing crop biomass in large game fish,
because of increased vulnerability of their eggs to predation in gravel and small rubble, reduction
in oxygen supply to eggs, and increased embryo mortality.  It can also cause reduced larval
survival because of armoring of the sediment surface, which traps the larvae.  Differences in
sensitivity, egg mortality effects, early life stages (i.e., eggs, larvae) and magnitude of impact
upon fish population are associated with amount of elevated sediment loads, size of the sediment
particles involved, seasonal variation, and rates of sediment deposition.  Even if intergravel flow
is adequate for embryo development, sand that plugs the interstitial areas near the surface of the
stream bed can prevent alevins from emerging from the gravel.  For example, emergence success
of cutthroat trout was reduced from 76% to 4% when fine sediment was added to redds (Weaver
and Fraley, 1993).


There are also detrimental effects of SABS on aquatic invertebrates.  SABSs impact the
density, diversity and structure of invertebrate communities.  High and sustained levels of
sediment may cause permanent alterations in community structure including, diversity, density,
biomass, growth, rates of reproduction, and mortality.  Direct effects on invertebrates include
abrasion, clogging of filtration mechanisms thereby interfering with ingestion and respiration,
and in extreme cases, smothering and burial resulting in mortality.  Indirect effects are primarily
from light attenuation leading to changes in feeding efficiency, behavior (i.e., drift and
avoidance), and alteration of habitat from changes in substrate composition, affecting the
distribution of infaunal and epibenthic species.  Three major relationships between benthic
invertebrate communities and sediment deposition in streams have been reported, including
correlation between abundance of micro-invertebrates and substrate particle size, embeddedness
of substrate and loss of interstitial space, and change in species composition with change in
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substrate composition.


Sedimentation alters the structure of the invertebrate community by causing a shift in
proportions from one functional group to another.  Sedimentation can lead to embeddedness,
which blocks critical macroinvertebrate habitat by filling in the interstices of the cobble and
other hard substrate on the stream bottom.  As deposited sediment increases, changes in
invertebrate community structure and diversity occur.   


Invertebrate drift is directly affected by increased suspended sediment load in freshwater
streams.  These changes generally involve a shift in dominance from ephemeroptera, plecoptera
and trichoptera (EPT) taxa to other less pollution-sensitive species that can cope with
sedimentation.  Increases in sediment deposition that affect the growth, abundance, or species
composition of the periphytic (attached) algal community will also have an effect on the
macroinvertebrate grazers that feed predominantly on periphyton.  For example in the Chattooga
River watershed, accelerated sedimentation was identified as the leading cause of habitat loss
and reduction in bed form diversity (Pruitt et. al., 2001).  A significant correlation was observed
between aquatic ecology and normalized total suspended solids (TSS) data.  Effects on aquatic
individuals, populations, and communities are expressed through alterations in local food webs
and habitat.  When sedimentation exceeds certain thresholds, ensuing effects will likely involve
decline of the existing aquatic invertebrate community and subsequent colonization by pioneer
species.


SABS also have a negative affect on the survival of freshwater mussels.  Increased levels
of SABS impair ingestion rates of freshwater mussels in laboratory studies.  However, it has
been suggested that survival may be species-specific.  Mussels compensate for increased levels
of suspended sediment by increasing filtration rates, increasing the proportion of filtered material
that is rejected, and increasing the selection efficiency for organic matter.  Species-specific
responses to SABS are adaptations to sediment levels in the local environment, such that species
inhabiting turbid environments are better able to select between organic and inorganic particles. 
Many of the endangered freshwater mussel species have evolved in fast flowing streams with
historically low levels of suspended sediment.  Such species may not be able to actively select
between organic and inorganic particles in the water column.  Therefore, even low levels of
sediment may reduce feeding and, in turn, reduce growth and reproduction.


Corals differ greatly in their ability to resist SABS, with most species being highly
intolerant of even small amounts while a minority are able to tolerate extremely embedded
sediment conditions, and a few are even able to live directly in sedimented bottoms.  Excessive
sedimentation can adversely affect the structure and function of the coral reef ecosystem by
altering physical and biological processes through a variety of mechanisms.  These all require
expenditure of metabolic energy and when sedimentation is excessive they eventually reach the
point where they can no longer spare the energy to keep themselves clean, and the affected tissue
dies back.  Excess SABS cause reduced growth rates, temporary bleaching, and complex food
web-associated effects with SABS killing not only corals but other reef dwelling organisms. 
Coral larvae will not settle and establish themselves in shifting sediments.  Increases in
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sedimentation rates alter the distribution of corals and their associated reef constituents by
influencing the ability of coral larvae to settle and survive.


Changes in the supply rate of sediment causes drastic changes in aquatic, wetland, and
riparian vegetation.  Undesirable changes in vegetation can be induced by both decreases and
increases in SABS from natural levels.  For example, in the Platte and Missouri Rivers,
decreases in both sediment supply and scouring flows have resulted in the growth of stable
riparian forests (including many exotic eastern tree species), and the loss of sandbar habitat for
several wildlife species (e.g., cranes, piping plovers) (Johnson 1994).  In the Colorado River,
decreased sediment supply (but continuing scouring flow) has resulted in the loss of riparian
wetland habitat dependent on sandbars (Stevens 1995).  The magnitude and timing of
sedimentation may influence structure and recolonization of aquatic plant communities.  The
effects of reduced primary production on aquatic invertebrates and fishes at higher trophic levels
are compounded when SABS settles on remaining macrophytes.  The macrophyte quality also is
reduced as a food source.  The periphyton communities are likely to be most susceptible to the
scouring action of suspended particles or burial by sediments.  For example, large-scale declines
of submerged aquatic vegetation (SAV) in Chesapeake Bay is directly related to increasing
amounts of nutrients, and secondarily to sediments entering the Bay (Staver et. al., 1996).  


Indirect impacts of excess sediment on water quality can occur through its influence on
aquatic plant communities, organic exchange substrates, and microbial populations.  In
environments with high concentrations of SABS, reductions in plant species density, biomass,
and diversity throughout a trophic level are translated into reductions in energy input to the next
trophic level.  Decreases in plant populations may result in decreases in populations of
zooplankton, insect abundance and overall biomass which may initiate reductions in herbivore,
omnivore and predatory fish.  SABS deposition may cover microbes, or organic matter needed
for microbial processes, or alter redox profiles important in the performance of water quality
processes.


For other uses of water bodies, excessive SABS can, among other things, affect water
clarity and the aesthetic quality of swimming waters, increase pre-filtration efforts and expenses
at drinking water purification facilities and lead to accelerated in-fill of dredged shipping
channels, harbors and marinas.


In summary, the current literature suggests SABS are significant contributors to declines
in populations of North American aquatic life and can impact other uses of waters.  Improved
SABS criteria are needed to properly manage the level of SABS in aquatic ecosystems to
minimize or avoid these effects. 


– What Are Water Quality Standards?


Water quality standards consist of a designated use(s) for a water body, water quality
criteria to protect the designated use(s) and an antidegradation policy.  States, and Tribes with
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authorization to conduct a water quality standards program, are required by section 303(c) of the
Clean Water Act (CWA) to adopt water quality standards. States and Tribes adopt water quality
standards to protect public health and welfare, protect designated uses, enhance the quality of
water and serve the purposes of the CWA.  Section 101(a) of the CWA specifies that water
quality standards should provide, wherever attainable, “water quality which provides for the
protection and propagation of fish, shellfish, and wildlife and provides for recreation in and on
the water”.  Section 303(c) states that water quality standards should be established for water
bodies taking into consideration their use and value for public water supplies; propagation of fish
and wildlife, recreational, agricultural, industrial, navigation and other purposes.


– What Are Water Quality Criteria?


Water quality criteria are levels of individual pollutants, or water quality characteristics,
or descriptions of conditions of a water body that, if met, will generally protect the designated
use(s).  EPA, under section 304(a) of the CWA, periodically publishes water quality criteria
recommendation for use by States, Tribes and territories in setting water quality standards. 
Water quality criteria published pursuant to Section 304(a) of the CWA are based solely on data
and scientific judgements on the relationship between (pollutant) concentrations and
environmental (and human health) effects and do not reflect consideration of economic impacts
or the technological feasibility of meeting the criteria values in ambient water. 


When establishing numeric criteria, States and Tribes can 1) adopt EPA’s recommended
criteria into their water quality standards, or 2) adopt EPA’s recommended water quality criteria
modified to reflect site-specific conditions, or 3) adopt criteria derived using other scientifically
defensible methods.  EPA’s 304(a) criteria recommendations have been critical tools for the
States, Tribes and territories for controlling many forms of pollution and improving water quality
across the Nation. 


There are also other types of designated uses of water bodies, other than aquatic life,
which need to be protected from excess SABS.  These include recreation in and on the water,
shipping, drinking water sources, industrial water use, agricultural water use and others.  Water
bodies may have multiple use designations, including aquatic life, as well as those other uses
listed above or may be limited to uses other than aquatic life if use attainability analyses have
been performed by the State, Tribe or territories.  There are human health criteria, and other
criteria, that are most appropriate for these uses. 
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WATER QUALITY CRITERIA FOR SABS– CURRENT STATUS:


During recent discussions between the States and EPA while developing a water quality
standards and criteria strategy for the next decade (EPA 2003), the need for new/improved water
quality criteria for SABS, or for methodologies for deriving SABS criteria on a regional or site-
specific basis, was identified as one of the highest priorities for the EPA water quality criteria
program.  As a result, the EPA Office of Water has committed to do so.  


At this time, EPA believes the biggest challenge will be to develop improved SABS
criteria to protect aquatic life.  Most other designated uses of water bodies (possibly with the
exception of drinking water source uses) where aquatic life uses overlap, may be protected by
the potentially more stringent aquatic life criteria.  Drinking water uses may need more stringent
criteria, but typically apply to few water bodies.  Aquatic life uses typically apply to most all
waters.  However, EPA also believes at this time that other forms of criteria for protecting uses
other than aquatic life may still be necessary, where aquatic life uses do not exist or where the
other uses are affected differently by SABS.


The section below provides a description of the current status of criteria related to SABS
in State and Tribal water quality standards, and elsewhere, primarily as background for
considering new criteria development methodologies.  However, some of these examples of past,
current and future criteria approaches may hold promise as approaches that could be used on a
national scale by EPA.


– What Criteria Recommendations Has EPA Issued in the Past?


In 1976, EPA published a water quality criteria recommendation for solids and turbidity
that is based on light reduction.  This criterion is summarized in the 1986 EPA Quality Criteria
for Water as:


“Solids (Suspended, Settleable) and Turbidity - Freshwater fish and other aquatic life:
Settleable and suspended solids should not reduce the depth of the compensation point
for photosynthetic activity by more than 10 percent from the seasonally established norm
for aquatic life.”


The criterion and a brief description of the rationale can be found at
http://www.epa.gov/waterscience/criteria/goldbook.pdf.  This criteria has not been frequently
adopted or used by the States.  However, in June 2003, Idaho DEQ proposed to use this criterion
value as one component of their newly revised sediment TMDL targets (See description of Idaho
below).


EPA also published a narrative “free from” aesthetic standard that States have since
adopted into their water quality standards.  This narrative states:


“Aesthetic Qualities - All waters shall be free from substances attributable to wastewater
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or other discharges that: settle to form objectionable deposits; float as debris, scum, oil,
or other matter to form nuisances; produce objectionable color, odor, taste or turbidity;
injure or are toxic or produce adverse physiological response in humans, animals, or
plants; produce undesirable or nuisance aquatic life.”   


– Other Recommended Values:


Referenced in the 1986 EPA Quality Criteria for Water are two reports by the National
Academy of Sciences (NAS, 1972) and the National Technical Advisory Committee (NTAC,
1968) which were predecessor documents on water quality criteria.  In these reports, criteria
recommendations related to drinking water and freshwater aquatic life were also provided. 
These are:


“Raw Drinking Water with Treatment - Turbidity in water should be readily removable
by coagulation, sedimentation and filtration; it should not be present to an extent that
will overload the water treatment plant facilities, and should not cause unreasonable
treatment costs.  In addition, turbidity should not frequently change or vary in
characteristics to the extent that such changes cause upsets in water treatment
processes.” 


“Freshwater Aquatic Life - Combined effect of color and turbidity should not change the
compensation point more than 10 percent from its seasonally established norm, nor
should such a change take place in more than 10 percent of the biomass of
photosynthetic organisms below the compensation point.”


For other types of designated uses such as boating, fishing, swimming, wading, aesthetics
and hunting, a variety of factors contribute to the recreational quality of a water body
(Parametrix, 2003).  Visual factors such as color and clarity are important along with perceived
changes in these factors.  The ability to use water safely- to be able to see what is there- is also
important.  The National Academy of Sciences (NAS/NAE, 1973) recommended that waters
used for bathing and swimming should have sufficient clarity to allow for the detection of
subsurface hazards or submerged objects and for locating swimmers in danger of drowning.  The
National Technical Advisory Committee (NTAC) in 1968 recommended that clarity should be
such that a secchi disk is visible at minimum depth of four feet given its conclusion that clarity in
recreational waters is highly desirable from the standpoint of visual appeal, recreational
opportunity, enjoyment and safety (Parametrix, 2003).


– What Are States and Tribes Currently Doing?


Most States currently have water quality criteria that can be applied to SABS.  Two
unpublished summary tables – one of State sediment criteria and the other, State sediment
TMDLs, prepared by EPA in 2001, are provided in Appendices 3 and 4 for reference.  A few
States are developing new criteria for SABS and examples are described below.
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Another summary of the current regulatory guidelines for SABS is in the Technical
Appendix to the Ambient Water Quality Guidelines (Criteria) for Turbidity, Suspended and
Benthic Sediments  (Caux et al. 1997), prepared for the British Columbia Ministry of
Environment, Land and Parks.  Caux et al. (1997) built on an earlier review of available criteria
by Singleton (1985).  A third review of sediment targets used for TMDLs is provided in Idaho
DEQ, 2003.


From these reviews it becomes clear there are a wide range of sediment criteria in current
use in the United States.  Some States use numerical criteria, some use narrative criteria, some
use both, and some States have no criteria related to SABS at all.  Many States have different
criteria for different stream channel substrate types.  When they are differentiated, States
typically have more stringent criteria for streams with hard substrates (gravel, cobble, bedrock)
and less stringent criteria for streams with soft substrates (sand, silt, clay).  Hawaii has a separate
criterion for reefs.  Cold water fisheries typically have more rigorous criteria than do warm water
fisheries in states that differentiate between the two uses.  A few States use biocriteria (e.g.,
biotic indices), and at least one uses soil loss as a criterion.  Several States provide criteria for an
averaging period (e.g., 30 days) as well as an allowed daily maximum concentration.  Some
States set an absolute value, some set a value over a background level.


Most States with numerical criteria use turbidity as a surrogate measure.  Some use
exceedances over background (e.g., “Not greater than 50 NTU over background”, or “not more
than 10% above background” or “no more than 5 NTUs above background”), while some use
absolute values (e.g., “Not greater than 100 NTU”).  Some States have established numeric
standards that are basin-specific while others vary with the presence of salmonids.  In general,
most States are concerned with the effects of water clarity and light scattering on aquatic life. 
The majority of States use EPA method 180.1 to measure turbidity and method 160.2 to measure
total suspended solids (TSS).  Most States use optical backscatter or optical transmission
technology for turbidity either by measuring in situ or in the lab after collecting grab or single-
point samples.  Very few, if any States, attempt to correlate turbidity with TSS or biological
impacts, and only a few States measure suspended solids concentration (SSC).  Very few States
measure particle size distribution and no States measure bedload. 


Only a few States use suspended solids as a criterion.  Suspended solids criterion values
vary from 30 mg/L up to 158 mg/L.  At least one State uses transparency (> 90% of background)
as a standard.  A number of States have criteria based on sediment deposited over a time period,
or during a storm event.  Values are typically 5 mm during an individual event (e.g., during the
24 hours following a heavy rainstorm) for streams with hard substrates bottoms and 10 mm for
streams with soft bottoms.  Hawaii's reef criterion is 2 mm deposited sediment after an event.


The Chesapeake Bay Program (a multi-state effort) has a criterion based on clarity,
including a measurement of the percent light through water (PLW) and secchi disk clarity.  The
criteria are stratified by depth and salinity regime and are adjusted by season.  Water clarity
criteria are used in the Chesapeake Bay because it is assumed that they will result in achievement
of clarity/solids levels that would not impair other habitats and organisms (with the exception
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that the water clarity criteria may not fully protect smothering of soft or hard bottom habitats
with large sized sediment particles from sources that by-pass (don’t influence) shallow water
habitats), since submerged aquatic vegetation represents one of the components of the
Chesapeake Bay ecosystem that is most sensitive to increases in SABS.  A detailed explanation
of the derivation of the Chesapeake Bay water clarity criteria can be found in Appendix 1.


Many States have narrative criteria for SABS in addition to, or instead of, numerical
criteria.  These criteria most frequently pertain to turbidity or appearance of the water (e.g.,
“Free of substances that change color or turbidity”).  Others refer to undesirable biological
effects (e.g., “No adverse effects” or “No actions which will impair or alter the communities”). 
States that  employ narrative sediment standards, typically also use a translator -- a numeric or
quantifiable target for regulatory purposes (TMDLs, WLAs and permit limits).     


Information from the EPA survey conducted in 2001 (Appendix 4) indicates that numeric
sediment criteria of some type were identified in 32 of the 53 States.  Narrative criteria were
identified in13 of the States with no numeric criteria (and in 23 of the States with numeric
criteria as well), leaving 8 States where no sediment criteria (either numeric or narrative) were
identified.  Of these 8 States without criteria, 5 listed an alternative method or guide for
establishing sediment criteria such as effluent controls or regional criteria. 


Of the 32 States with numeric criteria, 29 were for turbidity and 5 were for suspended
solids, including three States listing criteria for both turbidity and suspended solids.  Illinois
listed criteria for upland erosion, using the soil loss statistic “T”.  Alaska and Hawaii are the only
States that list numeric criteria for bedded sediments.  The narrative criteria are broader than the
numeric criteria, covering a large range of objectionable conditions that could affect aquatic life
or other designated uses.  Those related to sediments include water color (turbidity), floating and
settleable solids, harmful deposits, and channel habitat measures.  


In addition, biological and habitat measures are used to indicate suspended and bedded
sediment conditions.  Florida is the only State with a numeric criterion for benthic
macroinvertebrates as an indicator of sediment conditions.  In other States, biological and habitat
criteria are narrative or nonexistent.


– Turbidity Criteria:


Turbidity criteria were variable among the States and can be categorized into three
variations.  


(1) Either thresholds in excess of background turbidity or absolute thresholds
(independent of background) were established.  The majority of States (15) set thresholds
in comparison to background, 12 used absolute thresholds, and 2 used a combination of
absolute thresholds and those based on a comparison to background (Figure 1).  
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no numeric standard for
turbidity (34)


compare to background
or natural conditions (15)


absolute threshold (12)


combination of absolute
and comparison (2)


Figure 1.  Comparison of numeric criteria for turbidity, showing
types of thresholds, among states.


no numeric standard for turbidity
(34)


statew ide numeric standard, not
variable (11)


numeric standard variable by
w aterbody class, designated
use, or f ishery type (14)
numeric standard variable by
w aterbody, NV, LA (2)


numeric standard variable by
region, AR (1)


numeric standard variable by
season (w et/dry), HI (1)


Figure 2.  Comparison of the application of turbidity thresholds by State-
wide, water body or class, region and season among States.


(2) Another variation regarded
the frequency of exceedances -
daily or monthly averages,
percentage of readings above a
threshold, or instantaneous
readings.  Instantaneous
exceedances of absolute
thresholds might be expected to
result from rainfall events,
though accounting for natural and
periodic high turbidity was
lacking in most of the criteria. 
Few States specified sampling
during low flow only and Hawaii


defined two criteria - one for the wet season and a lower threshold for the dry season.


(3) Within 17 States, thresholds vary based on designated uses, stream classes, fishery types,
regions, or rivers (Figure 2).  The other twelve of the 29 States with turbidity criteria have a
single threshold that applies throughout the State.  Most (14) of the States with varying
thresholds have stricter
criteria for streams that
support cool water aquatic
communities (trout) or are
sources of potable water. 
These streams are identified
by their designated use,
stream class, or fishery type. 
Nevada and Louisiana
describe criteria for specific
water bodies.  Criteria in
Arkansas vary by region,
probably based on underlying
geologies.


The strictest criteria
for turbidity for all States are
for highly protected streams
in New Hampshire and in the dry season in Hawaii.  These criteria require turbidity no greater
than background (NH) and a mean value of 2 nephelometric turbidity units (NTU) in Hawaii.  


Mountainous States with stable geology generally have stricter criteria than those in
coastal or low gradient regions with sedimentary geology.  The strictest thresholds within a State
appear to be driven by aquatic life uses, whereas the more relaxed thresholds are driven by
agricultural and non-aquatic life uses.  In other words, where States have varying criteria, the
strictest criteria are generally in trout streams or highly protected waters.  The highest numeric
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NTUs above NTU NTUs above NTU
background # states threshold # states background # states threshold # states


0 1 2 1 10 4 20 1
5 4 5 1 10% 3 25 2
10 4 10 6 15 2 50 5


10% 3 15 1 20% 1 75 1
25 1 20 1 25 1 150 2
29 1 50 2 29 1 qualitative 1
50 2 50 4


Strictest of state's criteria Most relaxed of state's criteria


Table 1.  Numeric turbidity criteria.  The strictest criteria within each State may only apply to highly
protected waterbodies and the most relaxed criteria may only apply to naturally turbid waterbodies.  If
States have uniform statewide criteria, they are tabulated in both sides of the table (as both strictest and
most relaxed).  Criteria are either NTUs above background levels or absolute thresholds.


thresholds (most relaxed criteria) are for large rivers in Louisiana and instantaneous readings in
Maryland, both at 150 NTUs.  The variability of turbidity criteria can be ascertained from Table
1, which enumerates the States by their strictest and most relaxed criteria.  The most common
criterion is an absolute threshold of 10 NTUs, which is among the stricter criteria.  


– Suspended Solids Criteria:


Four States have criteria for total suspended solids (TSS), of which two also have
turbidity criteria.  However, it is not clear how these criteria are used in concert with each other. 
Hawaii has the strictest TSS criteria, which apply in their dry season, with a geometric mean of
readings not to exceed 10 mg/L, less than 10% of readings to exceed 30 mg/L, and less than 2%
of readings to exceed 55 mg/L.  Utah, North Dakota, and South Dakota have similar criteria for
their cold water streams; 35 mg/L, 30 mg/L, and 30 mg/L as a 30 day average or 58 mg/L daily
maximum, respectively.  Utah and South Dakota have higher thresholds for their warm water
streams; 90 mg/L and 150 mg/L as a 30 day average or 263 mg/L daily maximum, respectively.  


– Biological and Other Criteria as Measures of SABS:


Florida’s biological criterion related to suspended sediments requires that the Shannon-
Weaver index be reduced no more than 75% of a suitable background condition.  New Mexico’s
matrix of aquatic life use attainment for sediment (NMED, 2002) uses three measures in
comparison to reference conditions.  Embeddedness and percent pebble-count fines are evaluated
as percent increases above reference conditions.  A biological index is evaluated as percent
decrease below reference conditions.  Final assessments of support are then based on the
combination of physical and biological assessments.  Other criteria based on biological
community metrics are narrative (see below).  


In Hawaii, criteria are described for episodic sediment deposits in hard-bottomed and
soft-bottomed streams following storm events, allowing no more than 5 to 10 mm, respectively,
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of episodic deposition.  In addition, criteria for oxidation-reduction potential and grain size
distribution in pools are defined.  In Alaska, the percent accumulation of fine sediment in
spawning gravel may not be increased more than 5% by weight above  natural conditions and in
no case may the fine sediment in those gravel beds exceed a maximum of 30% by weight. 
Florida has a criterion for transparency, not to be reduced by more than 10%.


– Narrative Criteria:


Narrative criteria are general statements regarding protection of aquatic life or designated
uses.  They are mostly of the form: “Surface waters shall be free from pollutants in amounts that
cause objectionable conditions or impairment of designated uses (including aquatic life uses)”. 
Some specify the resources that should be protected and the pollutants that should be controlled,
while others are general.  Of the 36 States with narrative criteria, 32 specifically advocate control
of suspended solids or turbidity and 23 specifically advocate control of bottom deposits or
settleable solids (bedded sediments).  While many narrative criteria have protection of aquatic
life as a goal, only 8 recommend that the effects of sediments be determined by direct
measurement of biological community integrity as evidenced by changes in community
composition or reduction in diversity.  


--Recent Efforts by States to Develop New SABS Criteria:


Idaho:


In Idaho, excessive fine sediment is the most common pollutant in impaired
streams.  Total Maximum Daily Load (TMDL) plans prepared by the State to address
excessive fine sediment must comply with the existing narrative water quality standard
for sediment, which states “Sediment shall not exceed quantities ... which impair
beneficial uses” (IDAPA 58.01.02.200.08).  While for the State, this aptly described a
goal, it did not describe quantifiable objectives for TMDL plans and stream restorations. 
Because of this, the Idaho Department of Environmental Quality recently prepared a
study suggesting appropriate water column and streambed measures for gauging
attainment of the narrative sediment goal.


One of the important beneficial uses of Idaho streams is production of trout and
salmon for ecological and recreational purposes.  The effects of excessive fine sediment
on the embryo, fry, juvenile, and adult life stages of salmonids are well studied by Idaho
and others.  Characteristics of the stream that change with increasing fine sediments and
are known to affect salmonids and other aquatic biota are the best measures of sediment-
caused impairment of beneficial uses.  These characteristics, and the threshold values that
describe minimal degradation, are the targets that are being contemplated for use by the
State.


Water column and instream measures were determined to be the best indicators of
sediment related impacts including decreased light penetration; increased turbidity, total
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suspended solids and sediments; increased embeddedness, increased extent of streambed
coverage by surface fines and percent subsurface fines in potential spawning gravels,
decreased riffle stability, and reduced intergravel dissolved oxygen.  The relationships
between these measures and the aquatic biota were considered by the State, with special
attention given to growth, survival, reproductive success, and habitat suitability of
salmonids.  Target levels for most measures are recommended based on generalized
relationships found in the scientific literature and specific background conditions that
exist in Idaho streams.  The targets for turbidity and intergravel dissolved oxygen were
established based on existing Idaho Water Quality Standards.  Where data to describe
sediment-biota relationships were lacking or highly variable or background conditions
are highly variable, statewide numeric thresholds were found to be inappropriate.  For
total suspended solids and sediments, embeddedness, and surface sediments, target levels
could also be established for each individual stream based on local reference sediment
conditions.  To provide a regional perspective of the recommended SABS target levels,
Idaho made comparisons to standards adopted in neighboring states and provinces.  A
table of these are included in the Idaho report (Idaho, 2003).  The targets developed by
Idaho were derived from literature values for studies primarily in the northwest U.S.


In Idaho, biological assessments and criteria are not used directly to manage
sediments.  Macroinvertebrate and fish community integrity is measured using the
Stream Macroinvertebrate Index (SMI) and the Stream Fish Index (SFI), respectively. 
Reference conditions have been described for macroinvertebrates and fish after
recognizing variability in natural stream types in Idaho.  Departure from reference
conditions indicates that the community is exposed to a stressor(s).  Neither the Idaho
SMI nor the SFI are specifically calibrated to sediments as a stressor, rather they are
sensitive to a range of stressors, including sediments.  


 Idaho also considered other options for targets for SABS than those summarized
in Table 2 below.  These included measurements of channel and watershed
characteristics.  Channel characteristics considered included: width/depth ratio, sediment
rating curves, pool frequency and quality, bank stability, and changes in peak flow. 
Watershed characteristics that were considered included: land area disturbed (especially
in unstable areas), road crossings, length and hydrologic connectivity, or condition. 
Idaho concluded that numeric targets would be difficult to establish for channel and
watershed characteristics and suggested that narrative targets or criteria would be more
appropriate.
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Table 2:  Idaho DEQ recommended instream sediment parameters and associated target levels.


Instream Sediment
Parameter


Recommended Target Levels


Turbidity Not greater than 50 NTU instantaneous or 25 NTU for more than 10
consecutive days above baseline background, per existing Idaho
water quality standard.  Chronic levels not to exceed 10 NTU at
summer base flow


Light Penetration Not to reduce the depth of the compensation point for
photosynthetic activity by more than 10% from the seasonally
established norm for aquatic life


Total Suspended Solids and
Suspended Sediment


No specific recommendation, establish site specific reference


Embeddedness No specific recommendation, establish site specific reference
Surface Sediment No specific recommendation, establish site specific reference
Subsurface Sediment in
Riffles


For those streams with subsurface sediment less than 27% - do not
exceed the existing fine sediment volume level.  For streams that
exceed the 27% threshold - reduce subsurface sediment to a 5-year
mean not to exceed 27% with no individual year to exceed 29%. 
Percentage of subsurface sediment < 0.85 mm should not exceed
10%


Riffle Stability Not to exceed a Riffle Stability Index of 70
Intergravel Dissolved
Oxygen


Not less than 5.0 mg/L for a 1-day minimum or not less than 6.0
mg/L for a 7-day average mean, per existing Idaho water quality
standard


New Mexico:


New Mexico recently developed a draft protocol to support an interpretation of
their State Water Quality Standards narrative standard for stream bottom deposits
(NMED, 2002).  The current standard for the deposition of material on the bottom of a
stream channel is listed in the State Of New Mexico Standards for Interstate and
Intrastate Surface Waters, Section 1105.A General Standards: and states:


“Bottom Deposits:
 Surface waters of the State shall be free of water contaminants from other than
natural causes that will settle and damage or impair the normal growth, function,
or reproduction of aquatic life or significantly alter the physical or chemical
properties of the bottom.” 


The State’s draft protocol for making use attainment decisions is a quantitative,
three-step assessment procedure for determining whether the above narrative standard is
being attained in a particular stream reach or segment by: 1) comparing changes or
differences, if any, between the site of concern and a reference site; 2) directly evaluating
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instream habitat by measuring either of two stream bottom substrate parameters or
indicators, namely substrate size (mainly fines, 2 mm or less) abundance or cobble
embeddedness, and; 3) verifying or confirming results obtained in step 2 by assessing and
comparing benthic macroinvertebrate communities (or fish) at the same sites.


New Mexico’s step-by-step procedures are described below.


1. Select study site(s) along with a comparable reference site.


2. Perform a bioassessment on the benthic macroinvertebrate community at each
reference in which a pebble count and/or embeddedness procedure is to be performed.


3. Do a pebble count and/or embeddedness evaluation at the reference sites. Pebble
counts should be done in the same habitat unit(s) where the macroinvertebrates were
collected. When doing pebble count evaluations, it is important to determine the
necessary sample size (see page7) needed at each study site based on the evaluated
sample size and determined percent fines at each reference site.  This calculation should
preferably be done streamside at the reference site using the pebble count analyzer
software so that sufficient data can be collected with one visit.  However, it is acceptable
to do the calculations in the office, but realize that an additional visit to the stream may
be required if the sample size is inadequate.


4. Perform a bioassessment of the benthic macroinvertebrate community at each study
site, accompanied by collection of either pebble count and/or embeddedness data of
sufficient size to be statistically significant.


5. Compare the physical and biological data between the study and reference sites by
dividing the results obtained at the study site by that of the reference site to obtain
percent “comparability.”


6. Using the final assessment matrix (Table 4 below), locate the proper support cells for
both the physical and biological percentages calculated in step 5, and determine the final
degree of support for the aquatic life use that is affected by sediment.
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Table 4:  New Mexico Final Assessment Matrix for Aquatic Life Use Attainment:


         Biological


Physical


Severely Impaired
0-17%


Moderately
Impaired
21-50%


Slightly Impaired
54-79%


Non-impaired
84-100%


Non-Support
Fines or
Embeddedness
>40% increase


Non-Support  Partial Support Full Support,
Impacts Observed


Full Support,
Impacts Observed


Partial Support
Fines or
Embeddedness
28-40%increase


Non-Support  Partial Support  Full Support,
Impacts Observed


Full Support,
Impacts Observed


Supporting
Fines or
Embeddedness
11-27% increase


Non-Support1 Partial support1 Full Support,
Impacts Observed


Full Support


Full Support
Fines or
embeddedness
<10% increase2


Non-Support1  Partial Support1 Full Support,
Impacts Observed


Full Support


1 Reduction in the relative support level for the aquatic life use in this particular matrix cell is probably not due to
sediment. It is most likely the result of some other impairment (temperature, D.O., pH, toxicity, etc.), alone or in
combination with sediment.


2 Raw percent values of =20% fines (pebble counts) and = 33% embeddedness at a study site should be evaluated as
fully supporting regardless of the percent attained at the reference site.


The complete New Mexico stream bottom assessment protocol can be found at
http://www.nmenv.state.nm.us/swqb/protocols/StreamBottomProtocol.pdf.  
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– What Is Being Done Elsewhere in the World?


Canada:


Environment Canada has narrative guidelines for deposited bedload sediment,
streambed substrate, suspended sediment, and turbidity for aquatic life uses.  The British
Columbia Ministry of Water, Land and Air Protection released the Ambient Water
Quality Guidelines (Criteria) for Turbidity, Suspended and Benthic Sediments which
contains numeric thresholds in support of the national narrative guidelines.  The BC
guidelines are broken down by 5 water uses, 3 sediment parameters, and 2 flow
conditions.  The water use categories include untreated drinking water, treated drinking
water, recreation and aesthetics, aquatic life, and the final catch-all, terrestrial life,
irrigation, and industrial uses.  Of the 3 sediment parameters, i.e., turbidity, suspended
sediments, and streambed substrate composition, turbidity guidelines are defined for all
water uses.  


The strictest criterion is for untreated drinking water, allowing a turbidity increase
of only 1 NTU above background.  The most relaxed criterion is for terrestrial life,
irrigation, and industrial uses, allowing 10 NTUs or 20% above background (whichever
is greatest).  Suspended sediments guidelines are defined for aquatic life, and terrestrial
life, irrigation, and industrial uses.  Streambed substrate composition guidelines are only
defined for aquatic life uses and are only applied in actual and potential salmonid
spawning areas.  The criteria for aquatic life address all three parameters, with turbidity
and suspended sediments thresholds varying for clear flow and turbid flow conditions. 
The thresholds for aquatic life uses are detailed below. 


Turbidity: 


Clear flow: Induced turbidity should not exceed background levels by more than
8 NTU during any 24-hour period (hourly sampling preferred).  For sediment inputs that
last between 24 hours and 30 days the mean turbidity should not exceed background by
more than 2 NTU (daily sampling preferred).


Turbid flow: Induced turbidity should not exceed background levels by more than
8 NTU at any time when background turbidity is between 8 and 80 NTU.  When
background exceeds 80 NTU, turbidity should not be increased by more than 10% of the
measured background level at any one time.


Suspended Sediments:


Clear flow: Induced suspended sediment concentrations should not exceed
background levels by more than 25 mg/L during any 24-hour period (hourly sampling
preferred).  For sediment inputs that last between 24 hours and 30 days, the average
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suspended sediment concentration should not exceed background by more than 5 mg/L
(daily sampling preferred).


Turbid Flow: Induced suspended sediment concentrations should not exceed
background levels by more than 25 mg/L at any time when background levels are
between 25 and 250 mg/L.  When background exceeds 250 mg/L, suspended sediments
should not be increased by more than 10% of the measured background level at any one
time. 


Stream substrate composition: These guidelines apply to actual and potential
spawning sites in streams throughout the province.  The composition of fine sediment in
streambed substrates should not exceed 10% having a diameter of less than 2.00 mm,
19% having a diameter of less than 3.00 mm, and 25% having a diameter of less than
6.35 mm at potential salmonid spawning sites.  The geometric mean diameter and Fredle
number of streambed substrates should not be less than 12.0 mm and 5.0, respectively. 
The minimum and 30-day average guideline for intra-gravel dissolved oxygen levels are
6.0 and 8.0 mg/L, respectively.  The British Columbia, Canada water quality standards
for turbidity, suspended and benthic sediments are highlighted in Appendix 2.


A Summary of Existing Canadian Environmental Quality Guidelines is available
at: www.ccme.ca/assets/pdf/e1_06.pdf.  The British Columbia Ambient Water Quality
Guidelines (Criteria) for Turbidity, Suspended and Benthic Sediments are available at:
wlapwww.gov.bc.ca/wat/wq/BCguidelines/turbidity.html.  A guideline on sampling for
turbidity and suspended and benthic sediments can be found at
http://wlapwww.gov.bc.ca/wat/wq/BCguidelines/sampstrat.html.  As mentioned earlier, a
detailed technical appendix to their criteria guidelines was prepared by Caux et. al., 1997
and is available at http://wlapwww.gov.bc.ca/wat/wq/BCguidelines/turbiditytech.pdf.  


Australia and New Zealand:


In Australia and New Zealand, guidelines have been developed for recreational
water quality and aesthetics (ANZECC, 2000).  Turbidity is not addressed.  The visual
clarity guidelines are based on the objective that to protect visual clarity of waters used
for swimming, the horizontal sighting of a 200mm diameter black disc should exceed 1.6
m.  For protecting the aesthetic quality of recreational waters the natural visual clarity
should not be reduced by more than 20 percent, the natural hue of water should not be
changed by more than 10 points on the Munsell Scale and the natural reflectance of the
water should not be changed by more than 50%.


The Australian and New Zealand Guidelines for Fresh and Marine Water Quality
(ANZECC, 2000) define an approach for defining trigger values which, when exceeded,
indicate that a problem may be present due to the stressor of concern.  To determine
low-risk trigger values, measure the statistical distribution of water quality indicators
either at a specific site (preferred), or an appropriate reference system, and also study the
ecological and biological effects of physical and chemical stressors.  Then define the
trigger value as the level of key physical or chemical stressors below which ecologically
or biologically meaningful changes do not occur, i.e. the acceptable level of change. 
Regarding sediments as pollutants, the guidelines address turbidity and suspended
particulate matter.
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To apply the guidelines where an appropriate reference system is available and
there are sufficient resources to collect the necessary information for the reference
system, the low-risk trigger concentrations for suspended particulate matter (suspended
solids) or turbidity should be determined as the 80 percentile of the reference system
distribution. Where possible the trigger values should be obtained for high flow
conditions for rivers and streams and during inflow periods for other ecosystems, when
most suspended particulate matter will be transported.


Default trigger values are provided for use where either an appropriate reference
system is not available, or the scale of operation makes it difficult to justify the allocation
of resources to collect the necessary information on a reference system.  Ranges of low-
risk default trigger values for turbidity indicative of slightly disturbed ecosystems in
south-east Australia are as follows; upland rivers: 2-25 NTUs, lowland rivers: 6-50
NTUs, lakes and reservoirs: 1-20 NTUs, and estuaries and marine systems: 0.5-10 NTUs. 
For moderately or highly disturbed systems, more intensive study is recommended and
trigger values may be established using some appropriate percentile of the reference
distribution less than the 80th percentile.


The Australian and New Zealand guidelines are available at:
www.mfe.govt.nz/publications/water/anzecc-water-quality-guide-02/anzecc-water-qualit
y-guide-02-pdfs.html


European Union (EU):


The European Water Framework Directive (WFD) directs the member states to
establish goals, basin plans, and monitoring of ecological quality.  Assessment of
ecological quality is based on a reference condition approach.  Annex II of the Directive
specifies methods for establishment of type-specific reference conditions for surface
water body types. 


For each water body type, type-specific hydromorphological, physicochemical
and biological conditions shall be established representing the parameter values for that
surface water body type at high ecological status.  In applying the reference condition
methods in heavily modified or artificial water bodies, high ecological status shall be
construed as maximum ecological potential.  The values for maximum ecological
potential for a water body shall be reviewed every six years.


Type-specific reference conditions may be either spatially based or based on
modeling, or may be derived using a combination of these methods. Where it is not
possible to use these methods, expert judgement may be used to establish such
conditions.  A reference network for each water body type should be developed using a
large enough reference data set to provide a sufficient level of confidence about the
parameter values for the reference conditions, given the variability in the values and the
modeling techniques.  Type-specific biological reference conditions based on modeling
may be derived using either predictive models or hindcasting methods.  The methods
should use historical, palaeological and other available data.
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The Annex goes on to state that Member States should collect and maintain
information on the type and magnitude of the significant anthropogenic pressures.  The
significant pressures include:


--Significant morphological alterations to water bodies.


--Other significant anthropogenic impacts on the status of surface waters.


--Land use patterns, including the main urban, industrial and agricultural areas
and, where relevant, fisheries and forests.


In Annex VIII, a set of “main pollutants” are listed, among which is “Materials in
suspension”, but no specific references are made to sediments.  The WFD is available at:
europa.eu.int/comm/environment/water/water-framework/index_en.html


POTENTIAL APPROACHES FOR IMPROVED SABS CRITERIA:


When developing improved SABS criteria, EPA anticipates that the biggest challenge
will be developing improved criteria to protect aquatic life.  Other designated uses of water
bodies where aquatic life uses overlap, most likely will be protected by the potentially more
protective aquatic life criteria (with the exception possibly of some drinking water uses such as
untreated water source).  However, EPA anticipates that other forms of criteria for protecting
uses other than aquatic life will still be necessary, where aquatic life uses do not exist or where
the other uses are affected differently by the SABS.  Therefore, the primary focus of this section
is on new and improved SABS criteria methods aimed primarily at aquatic life protection.


Regardless, EPA expects that establishing appropriate criteria for SABS will follow
much the same process used for establishing other water quality criteria.  EPA, however, does
not anticipate that issuance of a singular national recommended SABS criteria that would apply
to all water bodies will be possible.  Because water bodies vary from region to region with
respect to natural SABS regime, it is anticipated that States and Tribes will need adaptable
methodologies for deriving SABS on a water body-category basis or using a regional
classification scheme.     


Initially, EPA plans to produce a SABS criteria development strategy that outlines a
general process that States and Tribes may follow when developing and adopting SABS criteria. 
As a part of this overall strategy, EPA anticipates laying out major goals and expectations, with
key milestones and approximate time frames for each activity.  EPA plans to prepare a series of
technical and programmatic memoranda to assist the States and Tribes during each critical step.  


EPA anticipates it will ask States, territories and authorized Tribes to develop plans for
implementing new and improved SABS criteria in phases.  The first phase, will likely include the
development of individual State/Tribal/Territorial SABS adoption plans.  The second phase will
likely include the adoption of improved narrative standards for SABS, with implementation
procedures where States do not currently have effective narrative standards.  The third, and final
phase, will likely be to adopt regional or water body-category numeric criteria using one or more
EPA recommended procedures or methodologies, or scientifically defensible alternatives.  
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EPA also anticipates developing supporting technical information for the recommended
procedures or methods.  Potential methodologies that could be used by the States, Tribes and
territories are described in this section and are the specific subject of the consultation with the
EPA Science Advisory Board.  While there may be several ways to develop SABS criteria for
aquatic life protection, and each method has strengths and limitations, EPA’s current thinking is
the best approaches should be based on a correlation of SABS with effects on biota or aquatic
life uses.


In general terms, an initial step in the process of developing aquatic life criteria for SABS
is deciding which species, communities or designated aquatic life use to protect.  The simplest
approach is to protect everything, that is, to set the criteria at a level protective of the most
sensitive aquatic organisms.  This is roughly equivalent to making sure that SABS do not exceed
the natural background levels for a particular region or class of water bodies.  


Another approach is to protect most everything, as is done for the toxic chemical criteria,
which attempt to be protective of 95% of the genera tested (Stephan et al, 1985) as a surrogate
for the entire population or community.  An alternative approach is to choose the most sensitive,
or important of the biota and protect it.


Any approach, however, will be difficult because SABS are a natural component of the
environment, and vary considerably within and among various habitats and regions.  Biota in
various habitats has evolved to tolerate or even require various levels of SABS.


The following generic steps may be useful to consider when developing a method for
setting SABS criteria: 


1) Develop a conceptual model outlining the ecological processes effected by SABS for a
particular water body;


2) Choose the ecological processes, species or groups of species, and beneficial uses
deemed desirable for protection; and


3) Develop numerical targets for protecting the ecological processes, species or groups of
species, and beneficial uses deemed desirable for protection based on the correlations
between SABS and the biota.


At this time, EPA is examining eight potential approaches to developing water quality
criteria for SABS that need to be evaluated and then explained more thoroughly before any one
is recommended for use by the States, Tribes or territories.  These eight preliminary approaches
include; 1) the Toxicological Dose-Response Approach, 2) the Relative Bed Stability and
Sedimentation Approach, 3) the Conditional Probability Approach to Establishing Thresholds, 4) 
State-by-State Reference Condition Approach, 5) the Fluvial Geomorphic Approach, 6) the
Water Body Use Functional Approach, 7) successful new State approaches and, 8) combinations
of 1-7 or a synthesis of components of each.  The first 5 approaches focus on aquatic life.  These
approaches are described in more detail below.
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Potential Options:


1.  Toxicological Dose-Response Approach:


Since the early 1980's, EPA has developed water quality criteria for specific
pollutants to protect aquatic life under Section 304(a) of the Clean Water Act.  The
criteria provide recommendations to States and Tribes for adopting water quality
standards which are the basis for water quality-based National Pollutant Discharge
Elimination System (NPDES) permit limits for controlling point source discharges and
for establishing total maximum daily loads (TMDLs) for water bodies.  The majority of
EPA’s aquatic life criteria have been derived from two methodologies: the 1980
Guidelines for Deriving Water Quality Criteria for the Protection of Aquatic Life and Its
Uses, and the 1985 Guidelines for Deriving Numerical National Aquatic Life Criteria for
Protection of Aquatic Organisms and Their Uses.  A third revision is currently underway
at EPA to incorporate the science and technology advancements of the last 20 years.


When considering approaches for SABS criteria, it is useful to have an
understanding of how the Guidelines are ordinarily applied.  Under the Guidelines
approach, acute toxicity test data must be available for species from a minimum of eight
families with a minimum required taxonomic diversity.  The diversity of tested species is
intended to assure protection of various components of an aquatic ecosystem.  The final
acute value (FAV) is an estimate of the fifth percentile of a sensitivity distribution
represented by the average LC50/EC50s of the tested genera.  The Criterion Maximum
Concentration (CMC) is set to one-half of the FAV to correspond to a lower level of
effect than the LC50s/EC50s used to derive the FAV.  Chronic toxicity test data (longer
term survival, growth, or reproduction) must be available for at least three taxa to derive
a final chronic value (FCV).  A Criterion Continuous Concentration (CCC) can be
established from a FCV calculated similarly to an FAV, if chronic toxicity data are
available for eight genera with a minimum required taxonomic diversity; or most often
the chronic criterion is set by determining an appropriate acute–chronic ratio (the ratio of
acutely toxic concentrations to the chronically toxic concentrations) and applying that
ratio to the FAV.  When necessary, the acute and/or chronic criterion may be adjusted to
protect locally important or sensitive species not considered during development of the
criterion, or can be adjusted based on local water chemistry.  Once developed, the CMC
and CCC incorporate exposure duration and frequency factors, i.e; the CMC one-hour
average should not be exceeded more than once in three years on average, or the CCC
four-day average should not be exceeded more than once in three years.


SABS criteria based on toxicological and/or behavioral effects can be developed,
in theory, much like other EPA toxic chemical criteria.  However, EPA has concluded
that sound data are lacking for most species, and standardized consensus-based test
methods for determining sediment effects are generally unavailable.  Therefore, it is
unlikely that a list of genus mean acute and chronic values for sediment can be developed
in the short-term and such an effort would require substantial resources.  A second
difficulty is that sediment can consist of many things depending on the site.  Therefore,
much like other “conglomerate” substances such as oil and grease or dissolved solids, it
will be difficult to identify appropriate criteria for sediments without first determining the
specific type of sediment (organic vs. inorganic; silt vs. clay, fine vs. coarse, etc.).
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However, toxicological or behavioral-based criteria for SABS have the advantage
of specifying appropriate management levels depending on the types of aquatic life
present.  Furthermore, this approach is explicitly causative; controlled laboratory or field
analyses are used to determine threshold effect concentrations.  In addition, it could be
possible to specify the amount of reduction in suspended sediment or sedimentation
needed to maintain desired aquatic resources using this approach.  One modified way in
which sediment thresholds can be reasonably implemented is through sediment criteria
based on a few sensitive target indicator species for which some sediment effect levels
are known (e.g., trout, certain corals, certain EPT taxa, or bluegills).  Each indicator
would represent certain types of beneficial uses, aquatic systems or regions of the U.S. 
This is similar to a risk assessment approach.  If such thresholds could be developed,
however, there would still be uncertainties due to synergistic interaction of the many
other factors that influence sedimentation effects.


SABS have many impacts in aquatic ecosystems, and effects on the biota vary
considerably among habitats.  However, there are dose-response models for some species
in some habitats, and criteria have been developed for their protection (e.g., British
Columbia Guidelines in Caux et al., 1997, Chesapeake Bay Water Clarity Guidelines in
U.S.EPA, 2000b).  Using these approaches at a national level needs further investigation..


In summary, if the necessary data were available in the literature, the main
strength of pursing a toxicological approach is that it employs a standardized
methodology which has general acceptance by the scientific, regulatory and stakeholder
communities.  In addition, this approach would be more cost-effective and less
burdensome on the States, as nationally recommended criteria values could be readily
adopted without extensive data collection, analysis or water body-specific adjustments. 
This approach, however, would suffer from two additional key limitations.  First is the
absence of natural or background concentrations and organism acclimation being
factored into the methodology.  The second is the presumption applied to toxic chemicals
that there is an absolute value above which effects are likely to occur for certain sensitive
species, and below which they do not.  SABS do not necessarily act on organisms in the
environment in the same way as do toxicants.  Also how would duration and frequency
be defined for SABS, if at all?   In principle, these limitations could be addressed through
certain EPA-approved mechanisms to modify national criteria on a site-specific basis. 
The Recalculation Procedure (USEPA 1994), for example, could be used to refine the
national SABS criteria based on the types of species that could occur in the region or
waterbody classification, and their natural sensitivity to SABS.  However, use of such a
procedure assumes the availability of fairly large acute toxicity database (>20 genera, at a
minimum), which may not be feasible in the short-term.


2.  Relative Bed Stability and Sedimentation Approach:


Stream bed characteristics are often cited as major controls on the species
composition of macroinvertebrate, periphyton, and fish assemblages in streams (e.g.,
Hynes, 1972; Cummins, 1974; Platts et al., 1983).  Along with bedform (e.g., riffles and
pools), substrate size influences the hydraulic roughness and consequently the range of
water velocities in a stream channel.  It also influences the size range of interstices that
provide living space and cover for macroinvertebrates, salamanders, sculpins, and
darters.  Accumulations of fine substrate particles fill the interstices of coarser bed
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materials, reducing habitat space and its availability for benthic fish and
macroinvertebrates (Platts et al. 1983; Hawkins et al., 1983; Rinne 1988).  In addition,
these fine particles impede circulation of oxygenated water into hyporheic habitats. 
Substrate characteristics are often sensitive indicators of the effects of human activities
on streams (MacDonald et al., 1991).  Decreases in the mean substrate size and increases
in stream bed fine sediments can destabilize stream channels (Wilcock 1998) and may
indicate increases in the rates of upland erosion and sediment supply (Lisle, 1982
Dietrich et al., 1989).


Although many human activities directly or indirectly alter stream substrates,
streambed particle sizes also vary naturally in streams with different sizes, slopes, and
surficial geology (Leopold et al., 1964; Morisawa, 1968).  The size composition of a
streambed depends on the rates of supply of various sediment sizes to the stream and the
rate at which the flow takes them downstream (Mackin, 1948).  Sediment supply to
streams is influenced by topography, precipitation, and land cover, but the source of
sediments is the basin soil and geology, and supplies are greater where these materials
are inherently more erodible.  Once sediments reach a channel and become part of the
stream bed, their transport is largely a function of channel slope and discharge during
floods (in turn, discharge is largely dependent upon drainage area, precipitation, and
runoff rates).   For streams that have the same rate of sediment input from watershed
erosion, steeper streams tend to have coarser substrates than those with lower gradient,
and larger streams (because they tend to be deeper) have coarser substrates than small
ones flowing at the same slope.  However, this transport capability can be greatly altered
by the presence of such features as large woody debris and complexities in channel shape
(sinuosity, pools, width/depth ratio, etc.).  The combination of these factors determines
the depth and velocity of streamflow and the shear stress (erosive force) that it exerts on
the streambed.  By comparing the actual particle sizes observed in a stream with a
calculation of the sizes of particles that can be mobilized by that stream, the stream bed
stability can be evaluated.  Furthermore, it can be evaluated whether low values of bed
stability are due to accumulation of fine sediments (“excess fining”), and may examine
watershed data to infer whether the sediment supply to the stream may be augmented by
upslope erosion from anthropogenic and natural disturbances.


Quantifying Relative Bed Stability and Sedimentation


Relative Bed Stability (RBS) is calculated as the ratio of observed substrate diameter
divided by the calculated “critical” or mobile diameter (Dingman, 1984).  RBS is the
inverse of the substrate “fining” measure calculated by Buffington and Montgomery
(1999a, b), and is conceptually similar to the “Riffle Stability Index” of Kappesser (1995)
and the bed stability ratio discussed by Dietrich et al., (1989).


Bed Substrate Size:  When evaluating the stability of whole streambeds (vs. individual
bed particles), observed substrate is typically represented by the average diameter of
surface substrate particles (e.g., D50 or the geometric mean).  To characterize the actual
substrate particle size distribution in a stream channel, EMAP follows widely accepted
procedures.  The EMAP field protocols (Kaufmann and Robison, 1998) like those of
most practitioners (e.g., Platts et al., 1983; Bauer and Burton, 1993) employ a systematic
“pebble count," as described by Wolman (1954), to quantify the substrate size
distribution.
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Critical Substrate Size:  For calculating critical (mobile) substrate diameter in a natural
stream, it is necessary to estimate average streambed tractive force, or shear stress, for
some common reference flow conditions likely to mobilize the streambed.  Bankfull
discharge is typically chosen for this purpose, though it is more appropriate for gravel-
bed streams than for “live-bed” streams such as naturally sand-bedded streams that
transport bedload at lower flows.  The EMAP approach for estimating the critical
substrate particle diameter in a stream is based on sediment transport theory (e.g., Simons
and Senturk, 1977), which allows an estimate of the average streambed shear stress or
erosive tractive force on the bed during bankfull flow.  Stream channels can be very
complex, exhibiting a wide range in local bed shear stress due to small-scale spatial
variation in slope, depth, and roughness within a channel reach (Lyle et al., 2000).  When
developing this approach, EMAP researchers (Kaufmann et al., 1999; Kaufmann and
Larsen, in prep.) used physical habitat measurements collected in synoptic surveys
(Kaufmann and Robison, 1998) to estimate the channel characteristics affecting bed shear
stress at bankfull flows.  These field measurements include bankfull channel dimensions,
slope, channel complexity, and large woody debris.  Using the channel and substrate data
described in the two preceding paragraphs, EMAP researchers modified the Dingman
(1984) RBS calculation to accommodate losses in shear stress resulting from large woody
debris and channel complexity (Kaufmann et al., 1999).  The reductions in shear stress,
and therefore critical diameter, caused by these roughness elements allow fine particles to
be more stable in a stream of a given slope and depth.


RBS Range:   RBS values in EMAP sample streams range from 0.0001 to 1000.   A high
positive value of  RBS (e.g., 100-1000) indicates an extremely stable, immovable stream
substrate like that in an armored canal, a tailwater reach below a dam, or other situations
where the sediment supply is low, relative to the hydraulic competence of the stream to
transport bedload sediments downstream (Dietrich et al., 1989).  Very small RBS values
(e.g., .01-.0001) describe a channel composed of substrates that are frequently moved by
even small floods.


RBS Expectations in Unaltered Streams: It is hypothesized that, given a natural
disturbance regime, sediment supply in watersheds not altered by human disturbances
will be in approximate long-term dynamic equilibrium with transport.  For streams with
sediment transport limited by competence (critical shear stress), rather than total capacity
(stream power), the mean of RBS values in these relatively unaltered streams should
approximate 1.0 (range from 0.3 to 3), and may have slight surface coarsening due to low
hillslope erosion rates (Dietrich et al., 1989).  Alternatively, RBS for streams draining
watersheds relatively undisturbed by humans should tend towards values other than 1.0
that are characteristic of the region or specific classes of streams within a region,
depending upon their natural lithology, soils, topography, climate, and vegetation.  In
addition, RBS in streams with minimal human disturbance might be expected to differ
systematically across a geomorphic gradient from streams with transport dominated by
bedload to those dominated by suspended load – generally this occurs in a downstream
direction in the stream continuum.  RBS values considerably lower than 1.0 may be
expected in naturally fine-bedded alluvial streams where transport is limited by average
stream power, rather than bankfull shear stress.  Alternate hypotheses concerning the
expected values of RBS using synoptic data from EMAP surveys are being evaluated.  As
the EMAP approach for assessing excess streambed sedimentation in low-gradient, fine-
bedded streams and rivers, is refined, it may be necessary to modify the approach
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(currently based on the competence of bankfull floods to move given sizes of particles). 
For these waters, it may be useful to estimate bed stability in terms of the proportion of
the year that the bed is in motion.


Excess Sediment:  In watersheds where sediment supplies are augmented relative to a
stream’s bedload transport competence, it is expected there will be evidence of excess
fine sediments, or “textural fining” (Dietrich et al., 1989).  Very small RBS values (e.g.,
.01-.0001) describe a channel composed of substrates that are frequently moved by even
small floods, indicating excessive amounts of fine particles compared with expected
values in most relatively undisturbed watersheds.  Such evidence of textural fining of the
stream bed (RBS<<1) typically occurs when land use activities increase hillslope erosion 
(Lisle, 1982; Dietrich et al., 1989; Lisle and Hilton 1992).  It is further expected that, for
streams draining basins of equal erodibility, RBS values should decrease in proportion to
increases in sediment supply above that provided by the natural land disturbance regime. 
To the extent that human land use increases sediment supply by land erosion within
regions of relatively uniform erodibility, RBS of streams in surveys should be inversely
proportional to basin and riparian land use intensity and extent.  This association of lower
RBS with land use disturbances in several regions has been demonstrated (Kaufmann et
al, 1999, Kaufmann and Larsen, in prep.)  Finally, the more erodible the basin lithology
within a geoclimatic region, the steeper the decline in RBS with progressive disturbance
is expected.  As demonstrated for streams in the Pacific Coastal region by Kaufmann and
Larsen (in prep.), this means that any given amount of land use disturbance is expected to
augment sediment supplies to a greater degree in basins underlain by erodible rocks than
by more resistant rock. 


Evaluating Effects of Sediment on Biota


Once the degree of sedimentation is estimated for sample sites, associations between
biotic assemblages (algae, macroinvertebrates, fish, rooted aquatic plants), and/or key
aquatic species or guilds, and deviations of sediment from expected values will be
examined.  In most cases, the data sets will include sites affected by multiple stressors
besides sediment that could potentially act upon these aquatic biota.  In such cases, a
regional plot of sediment concentration versus some biotic assemblage characteristic
(e.g., %EPT macroinvertebrates), will appear as a wedge-shaped pattern of points, where
progressively higher fine sediment concentrations are sufficient to limit %EPT numbers,
but low concentrations do not guarantee abundant EPT because of other habitat or
chemical limitations.  These patterns are consistent with a hypothesis that sediment is
limiting biota.  After demonstration of a plausible causal mechanism (from detailed
experimental studies) and elimination of other plausible explanations for these
observations, these kinds of associational data in a weight-of-evidence approach to
support modeling of the effects of bedded sediments on aquatic biota will be used.


For suspended sediments in streams and rivers, the effort will focus initially on chronic
levels of suspended sediments in streams and rivers, rather than those resulting from
episodic events such as those accompanying storms.  Expected natural levels of chronic
suspended solids will be set on the basis of data from flowing waters in basins relatively
undisturbed by human land uses and (in rivers) historic water clarity data to the extent
possible.  Regional reference areas could serve this purpose.  Where no relatively
undisturbed waters exist, as for large rivers, historic data or reconstructions of fish and/or
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macroinvertebrate assemblage composition will be used to infer (from published
tolerance information) pre-disturbance suspended sediment characteristics.  In an
approach similar to that for bedded sediments, associations between biotic and/or key
aquatic species or guilds and deviations of sediment from expected values in appropriate
regional settings will be examined.  As for bedded sediments, patterns will be sought that 
are consistent with biotic limitation by suspended sediment in a weight-of-evidence
approach to support modeling the effects of bedded sediments on aquatic biota,
supporting this information with controlled experimentation or literature reference to
establish the suspended sediment levels that cause substantial impacts on assemblages,
sensitive guilds, or key species.


3.  Conditional Probability Approach to Establishing Thresholds: 
  


A conditional probability approach using survey data is a third proposal for
developing SABS criteria.  This approach is consistent with the expression of numeric
water quality criteria as likelihood of impacts when exceeding a value of a pollution
metric.  The approach uses survey data (sites selected with a probabilistic design) and
determines the likelihood of impaired biology for varying levels of a stressor (in this
case, some form of sediment). The use of probability-based survey data permits an
unbiased extrapolation of results to the statistical population from which the probability
sample was drawn (e.g., the results would be applicable to all of the wadeable streams in
a state if the sample was drawn from a sampling frame of all wadable streams in the
state).


For application to numeric water quality criteria, a conditional probability
statement provides the likelihood (probability) of impacts, if the value of the pollution
metric is exceeded.  The conditional probability is the probability of an event when it is
known that some other event has occurred, and is denoted P( Y | X* ), where X* is the
other event that has occurred. For criterion development, X* is replaced with X > XC,
where XC is the specific threshold that is exceeded.  Therefore, the conditional
probability statement is P ( Y | X > XC).  This approach is similar to the apparent effects
threshold approach developed by Long and Morgan (1991) and MacDonald and Ingersoll
(2002) to derive sediment quality guidelines.


Data on benthic communities in Mid-Atlantic wadable streams were collected by
USEPA’s Environmental Monitoring and Assessment Program (EMAP) in 1993-94 and
are used to test and evaluate the approach. These data were part of a suite of  indicators
collected at sites selected with a probability-based design, and have been reported in the
Mid-Atlantic Highlands Assessment State-of-the-Streams report (EPA-903-R-00-015). 
A stream sedimentation threshold of impacts was determined for a channel sedimentation
index (CSI). The CSI expresses the deviation in the actual amount of substrate fines from
that which would be normally expected to occur.  EMAP stream benthic invertebrate
survey data were used to determine the likelihood of impaired benthic community (EPT
taxa < 9) as a function of the CSI.


This approach is implemented as a two-step process: first, subset the surveyed
stream segments into those that exceed a specific CSI value, and second, determine the
fraction of the subset with impaired biology.  Since the sites were selected with a
probabilistic design, the fraction of the stream segments that is impaired is the probability
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of observing impaired streams if a specific CSI value is exceeded.  This process is then
repeated for the entire range of observed CSI values.  The result is an empirical curve for
probability of impact for streams exceeding CSI values.  Different analytical procedures
are used to illustrate how thresholds of impact can be identified from this empirical
curve. 


To implement this approach, the following must be assumed or provided:


1. Some metric, X, that quantifies the pollution parameter for which criteria will be
developed. In the example, the CSI is used.


2. It is not necessary that X be the only stressor affecting the aquatic community, but it
must be a strong stressor, that is, aquatic community condition Y is clearly related to the
stressor X for higher values of X.  Thus, if the value of Xcis exceeded, it is likely an
impact of the biological resource will be present, over and above what occurs naturally
and from other stressors.


3. Some independent measure for determining biological impact must be available.  In
the example, EPT taxa < 9 defined biological impact.


4. Data from a probabilistic design must be available in order to establish the likelihood
for impact across an entire geographic area.  This is currently the only scientifically
defensible means of extrapolation from sites with data to all the sites across an entire
region.


Perhaps the biggest limitation of this approach is that it is correlative and not
causative.  If other factors (including unmeasured ones) are actually responsible for
biological impact and not SABS at a given site, the model inaccurately represents SABS
effects, and inappropriate SABS criteria may result.  This may be sufficient for screening
but is inappropriate for regulatory actions.


4.  State-by-State Reference Condition Criteria Derivation Approach:


The reference condition approach for developing sediment criteria is derived from
the regional reference approach for developing biocriteria (EPA 1996; 1998, 2000;
Barbour et al. 1999).  Analytical approaches 2 and 3 above (relative bed stability and
conditional probability), and 5 below (fluvial geomorphological approach) are also
compatible with examining and identifying reference conditions, and many of the same
measurements would be used in all three approaches.  In fact, the derivation of
expectations for relative bed stability (RBS) in unaltered streams (Approach 2 above) is a
specific reference condition predictive model.  Described below is a more generic
approach to deriving sediment criteria from reference site information.


There are well-established empirical and theoretical relationships describing the
effects of landscape topography, climate, and geology (including soil properties) on
channel morphology and sediment dynamics of streams (see Fig. 3 and examples in
Knighton 1984 and Gordon et al. 1992).  It seems reasonable, therefore, that empirical
modeling of sediment characteristics based on these known relationships would be an
appropriate method of developing criteria for SABS.  The most defensible expectations
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would be built using relationships derived from non- or minimally disturbed streams (the
desired condition).
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Figure 3 – Three major determinants of sediment characteristics in streams are catchment soil type,
topography, and climate.  The reference approach builds empirical models of sediment characteristics from
minimally disturbed sites using factors related to these major landscape determinants.


The reference approach to developing biocriteria uses minimally disturbed
reference streams to build predictive models of stream condition based on measurable
characteristics (e.g. topography, geographic region, site and basin physical
characteristics).  Similar models can be constructed and confirmed to predict reference
conditions with respect to sediment.  They can then be used to predict acceptable ranges
for specific streams based on the physical catchment characteristics of the stream.  From
this, a variety of criteria could be developed.  For example, a certain deviation from
prediction can be used (e.g. no more than 20 percent of predicted suspended solids) or
models for different stream classes can be averaged to come up with class-specific
criteria (e.g., the 75th percentile for Piedmont streams with a watershed size less than 50
km2).  In addition, gradients or increases above reference condition associated with
increasing levels of human disturbance can both be explored and related to human
disturbance levels much as suggested for biological condition responses.  In either case,
the reference condition represents one point along the gradient.  The approach also
applies to both suspended and bedded sediment characteristics and should be applicable
to other water body types other than streams and rivers, with some modification.


Although the models are empirical in that they require data analysis to develop
them, the hypothesized relationships between climate, topography, soils, etc. are firmly
based in theory and experiment from the body of hydrological knowledge.  These models
do not merely attempt to find the best statistical predictors, but the best measurable
predictors that fit well in hydrological knowledge.


Defining Reference


An important step in the reference approach is selecting those streams that will
make up the reference database (i.e., to build the model).  Reference, in this sense, does
not mean pristine; rather, it represents the desired stream state or what is “referred” to
when evaluating the condition of any stream.  Reference catchments are usually selected
using a set of a priori designated reference criteria.  In the case of model building for
predicting sediment, it is important to include criteria that screen for minimally disturbed
catchments.  Since sediment supply and hydrology respond to most landscape
modifications, the first reference criteria are derived from contemporary land use/land
cover data and catchments with predominantly natural vegetation cover.  A unique
consideration for selecting sediment reference sites is also historic land use.  The
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response time of stream channel equilibrium to landscape alteration is on the decades to
centuries time scale, if not longer (Trimble 1974, Schumm 1977, Brunsden and Thornes
1979, Trimble 1999).   Therefore, it is important to consider historic catchment land use
when evaluating potential reference catchments.  Those that have experienced historic
anthropogenic landscape disturbance may likely still be undergoing geomorphic
readjustment.  Unless this is an acceptable “reference”, these sites should be excluded
from the reference database.  


In addition to land use/land cover, instream modifications are also important.  The
presence of dams, channelization, dredging, and diversions will all affect instream
sediment dynamics.  Dams alter the sediment supply and hydrology of rivers, and
therefore, have dramatic impacts on sediment dynamics, often for long distances
downstream (Walker 1985, Reiser et al. 1989, Gregory and Madew 1982, Gordon et al.
1992).  Channelization, dredging, and other channel modifications alter stream channel
geometry.  Because channel geometry is related to stream power and, therefore, sediment
transport, readjustments such as knickpoint migrations occur following these channel
impacts.  These impacts often migrate downstream and upstream through a catchment
causing long-term channel instability and altered sediment dynamics (Miller 1991, Simon
and Hupp 1992).  Water diversions alter the hydrology of receiving streams and the
resulting reduction in flow can lead to channel destablization by sediment accretion. 
Therefore, it is important to identify present or historic instream modifications within the
catchment when developing a reference database.


A list of criteria would be prepared such that all conditions must be met for a site
to be designated as reference (Hughes 1995).  The following list is an example of
possible criteria for selecting reference sites for characterizing sediment benchmarks or
natural background. 


• Upwards of 95% of the watershed is in natural and undisturbed cover. 
• Historical land uses did not disturb more than 10% of the land in the last 50 years


or more than 25% of the land in the last 100 years.
• Activities in the portions of the watershed that are not in natural cover are not in


sediment generating land uses such as mining, logging or cultivation on steep
slopes, etc.


• Roads do not cross the stream more than once per mile.  Road maintenance does
not include excessive sanding.


• The stream channel is not altered by dams, channelization, dredging, or diversions
within 10 miles upstream of the sampling location.  The stream channel was not
altered in the last 50 years.  


 These criteria might be considered too lenient in regions with extensive
undisturbed land (e.g. Rocky Mountains) or too restrictive in regions with high
population densities and few remote areas (e.g. Northeastern Coastal Plain).  When
application of a set of criteria result in too many or too few many reference sites, the
criteria can be adjusted and re-applied until appropriate sample sizes are obtained.  Five
reference samples per discrete stream type is an absolute minimum reference data set. 
Thirty samples per stream type are desirable but often unobtainable (Elliott 1977).  When
reference stream types are not defined discretely a priori, then care must be taken to not
exclude important unique natural stream conditions.  Criteria may vary from one region
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to the next, or from one discrete stream class to the next (e.g. mountain streams or plains
streams).  By varying the criteria to allow for natural variation in sediment loads or
ubiquitous land use patterns, all possible reference conditions are represented and models
built upon the reference data will be applicable in all types of streams in the region.


Data Requirements


Since many state and federal biological monitoring programs (e.g., state
biocriteria programs, EMAP, NAWQA) have identified reference sites and now have
sizable reference databases, it may be possible to mine the existing reference data,
augmented with basin-level data as necessary to examine preliminary models.  It is
highly likely that EMAP and NAWQA have sufficient data, including extensive
sediment,  physical and hydrologic data, to develop good predictive models of reference
sediment conditions.  Many of the state programs, however do not collect hydrologic or
sediment data beyond RBP habitat assessment, and their reference sites may need to be
revisited to collect the relevant data.


Once reference sites are identified, empirical models of suspended and bed
sediment characteristics of those reference streams can be constructed.  The models are
built to predict the sediment characteristics of particular streams based on their soil,
topographic, and climatic setting – the assumption is that these primary factors control
the supply and transport of suspended and bed sediment.  Several important sources of
data are required to identify reference sites and build the models: land use, soil data,
climate and hydrology, catchment geomorphology, and sediment data.


Current and historic land use data are necessary for reference site selection to
estimate land use/land cover and the presence of any instream modifications.  Current
land use data are available for most of the contiguous US (e.g., LANDSAT), and the
technology is advancing rapidly so that more current data are being made available
rapidly.  However, historic land use data are often harder to access due to the only
relatively recent development of GIS technology (e.g., ArcView, ArcInfo, ArcGIS). 
Fortunately, historic land use information can often be reconstructed from tax data,
historic photographs, historic diaries, etc.  In addition, several techniques have been
developed by fluvial geomorphologists to identify and/or infer past land use disturbance
(e.g., dendrochronology, sediment profile dating, floodplain and terrace coring, etc., see
Knighton 1984).  These methods can be used to investigate past impacts within a
potential reference catchment. 


To build predictive models, data on soils, including factors such as soil type,
texture, erodibility, porosity will be necessary.  Fortunately, detailed soil maps are
available for much of the US and are maintained by the Natural Resources Conservation
Service (NRCS).  Climate data, including precipitation and hydrology are also necessary
for building these models.  Climate data are available for most of the U.S. through
NOAA and state climate offices, and are often accessible via the internet.  Hydrologic
data are maintained by several agencies, including the USGS and state geological
surveys, and are, likewise, often accessible via the internet.  However, hydrology is often
only available for gauged catchments and may have to be modeled for others.  A variety
of hydrologic models exist and can be used as necessary (Gordon et al. 1992). 
Catchment geomorphology is also necessary, including data on topography, catchment
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size, etc.  These data are readily extracted from surface topographic maps using a GIS. 
Ideally, the purpose of the models will be to predict reference sediment characteristics
measurable in single “snapshot” data collections during routine stream monitoring. 
Nevertheless, it will probably be necessary to begin with models and data sets that
include dynamics, including peak flows, stream power, sediment transport, etc.  Initial
modeling efforts should focus on accurately and reliably predicting the critical dynamic
measures from catchment characteristics.


Lastly, and most importantly, suspended and bed sediment data for specified
study reaches are necessary.   The same measures and derived quantities relevant to
approaches 2, 3, and 5 are also relevant here, e.g., relative bed stability (RBS), bed
substrate size, critical substrate size, RBS range, channel sedimentation index (CSI),
Rosgen class, etc.   Total suspended sediment (TSS) data are ideal.  Turbidity data using
nephelometric turbidity units (NTU) can be converted in some cases, depending on the
sediment composition, but the relationship between TSS and NTU is not always linear
and can be difficult to convert.  Bed transport data are less often collected due to the lack
of robust methods, but bed texture data are often available from pebble count or core
data.


Analytical Approaches


Once data have been assembled for a region, a number of analytical approaches
can be used to build models to predict sediment characteristics for a stream.  Empirical
models are those built from the existing data.  Continuous predictive empirical models
predict the sediment characteristics for a specific stream reach based on its particular
topography, soil type, and hydrology.  The derivation of RBS expectations in unaltered
streams described in (2) above is an example of a continuous predictive model for
reference conditions.  Much like the River Invertebrate Prediction and Classification
System (RIVPACS)-type models (Wright et al. 1984, Hawkins et al. 2000, Wright 2000)
build site-specific predictions of invertebrate communities based on reference site
invertebrate data for biological assessment and biocriteria development, continuous
predictive empirical sediment models would build a site-specific model for sediment
characteristics at a particular site based on data from similar reference sites in the region. 
This can be done using a combination of multivariate and multiple regression techniques. 
Discrete predictive empirical models could also be used.  Instead of building a site-
specific model, these models predict sediment characteristics for discrete classes of
streams.  Streams would be explicitly classified from the outset, and then statistical
models of sediment characteristics used to identify the expected sediment characteristics
for each stream class.  This has been the approach commonly used for building
multimetric-type biological assessment models (e.g., IBI).  The Fluvial geomorphological
approach (option 5 below) is an example of a discrete classification.


In the absence of robust data for reference sites across the range of streams in a
region, which is often the case, theoretical models are also an option.  Theoretical models
are built from theoretical principles and do not require field data.  Theoretical models
could be used to predict sediment characteristics for specific sites (continuous) or site
classes (discrete).  A combination of empirical and theoretical models could also be
developed that uses theoretical estimates of predictor variables that can then be used in
concert with empirical data to build predictive models.  Likely, combined models will be
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most often used, since large spatial and temporal data gaps will exist for certain regions
or for certain types of data.


Once the models are built and confirmed using validation datasets, criteria can be
developed based on statistical properties of the predicted sediment values.  For site
specific predictions, deviations of the predicted values from observed values for
reference sites can be used to construct an acceptable level of deviation based on natural
reference site variability.  For example, in RIVPACS models, the standard deviation of
observed/expected scores at reference sites is used as an indicator of methodological and
natural variability among reference sites.  Any ratio outside that deviation is considered
impaired.  In a similar way, the predicted sediment to actual sediment value ratio from
specific model building reference sites can be used as an indicator of acceptable
variability and a ratio outside that range (e.g., 20% greater than expected) would be
considered impaired.  The criteria in that case would be a standard deviation or percentile
above 1.0, where the expected value equals the observed value.


For discrete models, a percentile of the reference site values can be used as the
criterion.  In IBI models, the 25th percentile of IBI values for a specific class of streams is
often used as the criterion for defining impairment where an IBI score below that is
considered impaired.  Similarly, the 75th percentile of reference site sediment values for a
specific class of streams could be used as the impairment criterion.  A TSS value above
the 75th percentile for that class of streams would be considered impaired.


Values from either of these approaches can also be interpreted along disturbance
gradients.  Either predicted to actual sediment scores or the sediment values themselves
can be related to human disturbance gradients.  In either case, the reference condition
would be placed along the gradient and other values interpreted appropriately.


5.  Fluvial Geomorphic Approach:


Analytical methods that address within-channel and hillslope sediment sources
and transport processes as well as sediment loads may be applicable to sediment criteria
development and relevant to management actions that address impairments at the source. 
Fluvial geomorphology as a discipline offers theory, classification systems, and field
measurement tools indicative of river or stream stability and changes relative to current
and predicted sediment supply.  A geomorphic approach to criteria development would
likely have less measurement of effects on biota, but more emphasis on measuring
erosional and depositional processes and rates that may affect a variety of designated
uses.  


An ongoing, EPA-funded study conducted by David L. Rosgen is developing a
sediment assessment framework, called Watershed Assessment of River Stability and
Sediment Supply (WARSSS), that is based on geomorphic analysis of the current
sedimentary state of watersheds and stream systems.  Although this study is directed
more toward assessment to guide sediment management actions than to detect thresholds
of adverse impact, as criteria do, the WARSSS framework merits examination for
elements potentially useful to sediment criteria development.


The analysis separately considers hillslope and channel processes responsible for
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changes in erosion/sedimentation and related stream channel instability.  Two
hierarchical levels of assessment are included that provide: 1) an initial broad overview
“screening level” to identify and prioritize potentially high risk sub-watersheds/river
systems to be subjected to a more detailed prediction assessment for process-specific
mitigation; and 2) a process-based, quantitative prediction of potential sediment source
and magnitude, streamflow changes and river stability related to the nature, extent and
location of a variety of land uses.  WARSSS includes a bank erosion model for
quantifying the relative contribution of bank erosion versus hillslope and other sources of
sediment (Rosgen 2001).  A monitoring methodology related to the prediction methods
will provide for validation of the assessment methodology and track effectiveness of
recommended mitigation to reduce existing excess sediment loading and improve
channel stability.  As an assessment framework rather than a rigid methodology,
individual steps in a WARSSS assessment are amenable at the user’s discretion to
substitution of alternate models or measures that are better suited to the region or water
body type being assessed.


Numerous authors (Rosgen 1994 and 1996, Montgomery and Buffington 1993,
Meyers and Swanson 1992, Simon 1992) have observed the relationship between channel
type classifications and differences in stability among channel types.  This relationship
has ramifications for determining appropriate strategies for sediment management.  For
example, an individual who hasn’t considered channel type or stability could spend a
great amount of time and effort running bedload transport equations and doing factor of
safety analysis on streambanks, when the potential for instability and/or disproportionate
sediment supply problems may be minimal.  The channel type/stability relationship also
may have value in determining appropriate differences in criteria among stable and
unstable stream types.  Channel evolution theory, which generally contrasts the structural
properties of stable and unstable (or transitional) channels and identifies common sets of
steps that transitional channels pass through in evolving toward a more stable state,
further suggests that it may be possible to take into account the likely stable endpoint of
unstable channels when setting waterbody-specific sediment criteria.  


Moreover, a variation of the concept of reference condition discussed previously
is applied by geomorphologists and hydrologists to characterize “reference reaches” of
stable channel types.  The channel type classes in the Rosgen classification system
(Rosgen 1994) were developed and defined by recognizing consistent patterns in channel
measurements from numerous reference reaches.  Parameters commonly measured to
document channel dimension, pattern and profile include bankfull width/depth ratio,
channel slope, sinuosity, entrenchment ratio, and bedload particle size distribution.   For
a channel class that is typically stable, the physical traits of a reference reach would
likely complement the biological traits documented in the same channel type’s
bioassessment of reference condition.  Likewise, typically unstable classes’ reference
reach data may co-occur with and help explain sub-par bioassessments. The added value
of structural reference reach data is their closer relationship to sediment supply and
transport processes that play a part in determining stream disturbance by sediment.


Another element addressed in the WARSSS study that can be evaluated for
application to sediment criteria involves sediment rating curves (SRCs) that plot, for a
given channel, either suspended sediment or bedload against flow.  Although general
understanding of SRCs is limited, they may have some application potential related to
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criteria if reference relationships can be developed.  Suspended sediment concentration,
for example, is often found to be correlated with flow rate, and the literature does offer
some evidence that sediment rating coefficients and flow are predictably interrelated
within a given region (Hawkins 2002).  In an examination of SRCs for suspended
sediment and bedload of 160 Rocky Mountain rivers and streams, Troendle et al. (2001)
were not able to show differences in dimensionless sediment transport attributable to
stream type, but the analysis did reliably detect departure of generally unstable stream
types as a group from values expected of stable channels.  Ongoing work toward
developing and testing reference SRCs continues mainly in the Rocky Mountain states
with some investigations in other regions of the United States and Great Britain. 
Preliminary findings suggest that channel type plus stability may reveal a stronger
relationship than channel type alone.


In conclusion, evaluating applicability of geomorphic approaches to EPA’s
sediment criteria development process should consider:


• What geomorphic measures associated with channel stability and instability
would make suitable numeric criteria?


• Can water-column or bedload sediment measurements be paired with channel
type classification, by developing different instream numeric criteria for different
channel types?


• How can measures of hillslope, land use-related sediment loads best be integrated
with measures of channel-derived sediment loads?


• What would be the cost and effort implications for state monitoring programs of
using various geomorphic measurements to assess sediment impacts?


• Will other regions be able to develop and apply sediment rating curve
relationships that are being developed in some regions of the US?


• Would integrating biotic with geomorphic reference data reduce variability in
biotic measures within a given channel type and make biocriteria for sediment
assessment consistent?


• As geomorphic measures are more closely related to sediment sources and
sediment transport processes than are measures of water column effects or
biological effects, would they be more useful for guiding sediment control and
remediation activities implemented as a result of criteria non-attainment?


• Can this approach be used to develop classification schemes for use with other
approaches?


 6.  Water Body Use Functional Approach:


The waterbody functional approach is proposed for developing SABS criteria for
designated uses other than aquatic life.  This is not necessarily a new method or
approach, but is one that would examine the existing literature and focus criteria on non-
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aquatic life uses.  This approach would primarily apply to recreational (swimming,
boating, etc.), industrial, navigational, drinking water and agricultural uses, etc.  Under
this approach there would not be a need to determine toxic or harmful levels of SABS to
aquatic life.  Rather, benchmarks would be set based on data and information from the
literature and State experiences, that would be protective of the functional use.  For
example, if shipping and navigational uses were the primary use of a water body, criteria
would be established to prevent or minimize the depositional rates of sedimentation that
would prevent accelerated filling of shipping channels thereby preventing frequent
dredging to maintain those channels.


Likewise, for agricultural water usage, including irrigation and livestock
watering, etc., benchmarks could be set based on data that illustrates the level of
sediment that causes problems to pumps and piping or increases the need and expense for
filtering.  Similarly, benchmarks could be set to protect levels of clarity for swimming,
drinking water and other functional uses where the literature indicates potential
thresholds for protecting these non-aquatic life uses.  Dose-response relationships for
aquatic biota would not be a critical basis for these criteria.


Functional-based benchmarks for protecting uses other than aquatic life would
apply primarily to waterbodies where aquatic life uses do not exist (historically not
present, removed through a Use Attainability Analysis (UAA)), or where multiple
designated uses have been assigned to a water body (such as a extensive river system)
and SABS levels fluctuate substantially throughout the length of the system.


However, where multiple designated uses such as aquatic life and irrigation
overlap in a water body or on a specific segment or portion of the water body, SABS
criteria set to protect the aquatic life use most likely will be stringent enough to protect
all other uses and additional functional criteria may not be necessary.  This is a
presumption that needs further investigation to confirm its validity.


Examples where “functional benchmarks” that have already been suggested or
applied include NAS 1972, NAS/NAE 1993, NTAC 1968, ANZECC 2000, Parametrix
2003.  Both narrative and numeric examples include: 


Waters used for bathing and swimming should have sufficient clarity to allow for
the detection of subsurface hazards or submerged objects and for locating
swimmers in danger of drowning.  


Clarity should be such that a secchi disk is visible at minimum depth of four feet
given its conclusion that clarity in recreational waters is highly desirable form
the standpoint of visual appeal, recreational opportunity, enjoyment and safety.


The visual clarity guidelines are based on the objective that to protect visual
clarity of waters used for swimming, the horizontal sighting of a 200mm diameter
black disc should exceed 1.6 m.


Turbidity in water should be readily removable by coagulation, sedimentation
and filtration; it should not be present to an extent that will overload the water
treatment plant facilities, and should not cause unreasonable treatment costs.  In
addition, turbidity should not frequently change or vary in characteristics to the
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extent that such changes cause upsets in water treatment processes. 


No more than 15 NTUs over background will protect the visual aesthetic quality
of a clear water stream.  


7.  Use of successful new State/International approaches:


As summarized above, States under the pressure to develop and issue total
maximum daily loads (TMDLs) for SABS impaired water bodies, are moving forward on
their own to develop new and improved SABS criteria from which to implement these
regulatory actions.  In many cases, these efforts are being initiated under the pressure of
legal actions and court ordered deadlines.  EPA believes it is valuable to examine what
States have done in the past, are currently doing, and are planning to do in the future for
SABS criteria, to look for approaches and methods that may be useful, either directly, or
with adaptation, to the entire nation.  EPA also believes this same consideration should
be given to the SABS criteria efforts of other countries.  Where approaches and methods
of States and other countries appear promising, EPA intends to carefully review these
approaches and consider them for application nationwide.  At this time, the efforts of
Idaho, New Mexico and the province of British Columbia, Canada  appear to be
approaches that warrant further consideration. 


8.  Combinations, or a synthesis of portions, of the above approaches.


This option is suggested as a separate approach primarily for the purpose of
stimulating consideration of a combination of the approaches described above, or a
synthesis of components of the approaches.  It may be possible that the best approach to
developing SABS criteria would be the application of key concepts or components of all
or some of the approaches above.  


For example many possible synthesis approaches could be formulated from the following
outline:


I.  Select Indicators That Should be Measured:
--Suspended sediment: suspended sediment concentration, turbidity, clarity (use
rating curves in flowing waters).
--Bedded sediment: systematic particle size tally (“Wolman pebble count”),
embeddedness.
--Biota that indicate sediment problems: biological assemblage composition,
“indicator taxa,” anomalies, etc.


II.  Establish Expectations for Particular Water Bodies:
A.  Scale measurements by dominant local controlling factors:


1.  Rating curves (scaling by discharge: suspended sediment, turbidity,
clarity in streams and rivers).
2.  Scale by bankfull shear stress (bedded sediments in streams and rivers). 
(Relative Bed Stability and Sedimentation Approach)
3.  Scale by water depth and wave action (bedded sediment in lakes and
estuaries.
4.  Scale fish assemblage measures by stream or lake size.
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5.  Scale macrobenthos measures by stream or river shear stress.
B.  Stratify waterbodies by type and landscape setting:


1.  Waterbody type, size.
2.  Ecoregion.
3. Further geomorphic classification- for lakes and wetlands (Fluvial
Geomorphic Classification Approach), Rosgen classification for streams
and rivers, Montgomery-Buffington classification for streams and rivers.


C.  Identify minimally-disturbed reference sites: where measurements shall be
made.  (State-by-State Reference Condition Approach)


III.  Link Sediment Measures with Biotic Response:
A.  Use published literature: on tolerance and occurrence of biota.
B.  Associational analysis: conduct an analysis on survey data where biota and
sediment have been measured (Evaluating Effects of Sediment on Biota --
Relative Bed Stability and Excess Sedimentation Approach).
C.  Experimental dose-response relationships: Establish supplemental
relationships where needed.  (Toxicological Approach).
D.  Link relative risk: link sediment measures with biotic impacts that is
independently defined. (Toxicological Approach).


IV.  Define Impacts:
A.  Rule-based quantification of impacts:  TSS value above the 75th percentile of
reference site, or 20% greater than expected, or more than 3 standard deviations
above mean (State-by-State Reference Condition Approach) .
B.  Link relative risk: link biologically-defined impacts with sediment levels.
(Toxicological Approach).
C. Link impacts to uses other than aquatic life: (Water-Body Use Functional
Approach).  


CONCLUSIONS:


Developing and implementing improved water quality criteria for SABS will be a
significant challenge for EPA, the States, Tribes and territories.  The biggest challenge lies in
improving criteria that are protective of aquatic life.  The development of criteria for SABS may
be complicated because of the need to be site-specific.  Different water bodies have different
processes involving SABS, and different tolerance levels depending on the species and the
habitat.  The amount of suspended sediment tolerated in a mountain stream is obviously much
different from that tolerated in the Mississippi River.  Even within habitats there may be great
variation in the effect of SABS, thus EPA concludes there is a need for habitat classification in
order to develop criteria.


EPA has examined the current status of SABS criteria throughout the country, and in
specific locations across the globe, to identify existing or new approaches that may be useful. 
EPA has also proposed four new possible approaches to SABS criteria development (the
Relative Bed Stability and Sedimentation Approach, the Conditional Probability Approach to
Establishing Thresholds, the State-by-State Reference Condition Approach and the Fluvial
Geomorphic Approach).  


During preparation of this discussion paper, some common conclusions or concepts 
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emerged that could be relevant to any criteria development methodology.  A brief discussion of
these concepts is presented below and are raised for consideration by the Science Advisory
Board.


Common Elements?


Two basic forms of criteria- The States and Tribes need to protect all designated uses
from the detrimental effects of suspended and bedded sediments.  This includes aquatic life uses,
human health related uses, industrial, agricultural and others.  It appears however, that criteria to
accomplish this will need to focus in two main areas; 1) criteria to protect aquatic life uses, and
2) criteria to protect other uses.  The basic methods for deriving criteria in these two areas are
fundamentally different.


Aquatic Life Criteria - Most Stringent- It appears  that SABS criteria established for
aquatic life would be the most protective or stringent of criteria for any other potential
designated use (excluding some drinking water uses).  By setting aquatic life criteria for water
bodies with multiple uses in addition to aquatic life, most other uses (recreation, irrigation,
navigation, industrial, etc.) would most likely be protected.  Only where aquatic life uses do not
exist, or in other special circumstances, such as untreated drinking water source uses, would
other forms of criteria be needed.


Natural or Background Levels- Criteria methods for aquatic life should factor in
background concentrations or possibly even natural levels of turbidity, suspended solids and
embedded materials as these are valuable and natural components of aquatic ecosystems when in
proper concentration and levels for the ecosystem.  Although natural levels and background
levels could be considered the same, it may provide more flexibility to develop these as two
different concepts.


Lotic vs. Lentic (lacustrine)- Most likely, SABS criteria for aquatic life will need to be
developed or stratified by water body type especially flowing versus pooled.  Streams and small
rivers have very different SABS background levels or natural regimes than do lakes, large rivers,
estuaries, wetlands, coral reefs and other water bodies.


Modes of action- The effects of SABS on aquatic organisms are due primarily to impacts
that can be grouped into two categories; 1) the effects of light scattering, in the case of excessive
turbidity, and 2) the effects of particles, in the case of suspended solids, settleable solids and bed
deposits.


Lack of data- There is inadequate data in the literature from which to develop
toxicological-based thresholds for protecting all aquatic life from the effects of suspended and
bedded sediments.


Classification- When developing SABS criteria using a reference condition approach, a
conditional probability approach, or a habitat stability approach, the classification of water
bodies into their natural groupings is critical and will be difficult, data-intensive, and time
consuming. 


Programmatic needs of SABS criteria-  Once criteria are developed (whatever format
they take) there are a number of programmatic considerations for the successful use of the
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criteria.  They should relate to, and protect, designated uses.  They need to be readily measurable
and easily monitored by States and Tribes.  They need to be readily implemented by EPA, the
States and Tribes into their different water programs.  They need to be a number(s), or
quantifiable in some way, so they can be translated into TMDL targets, wasteload allocations
and permit limits.  They need to be able to indicate program effectiveness/success and they need
to apply to all water body types, including streams, rivers, lakes, reservoirs, estuaries, wetlands,
etc. 


EPA is seeking advice on the information and conclusions/concepts raised in this paper
and on the scientific viability of the proposed new approaches, a combination or synthesis of
these approaches, or other approaches from it’s Science Advisory Board as stated in the Charge
and Specific Questions listed below.


Overall Charge:


While many questions and much research remain, EPA seeks the opportunity for
a consultation with the Science Advisory Board to gain advice and recommendations on
the best potential approaches to developing water quality criteria for suspended and
bedded sediments as is described in this discussion paper.  The Office of Water is also
seeking recommendations on additional criteria development approaches for different
types of water body uses, other than aquatic life, and is also seeking advice on any other
scientifically defensible criteria derivation methodology not included in this paper.


More Specific Consultation Questions:


1. Is it a scientifically valid premise that SABS in natural amounts (or at background
levels) are beneficial to ecosystems and therefore water quality criteria should
attempt to simulate natural regimes or background levels?  If so, how should
natural levels or background be determined?


2. Can SABS criteria be stratified by water body type or by some other scheme?  If
by water body-type, by what level of classification?  Lotic and lacustrine?  
Rivers and streams, wetlands, lakes/reservoirs and estuaries/coastal areas? 
Others?  If some other classification scheme is necessary, what type and how
much resolution must it have?


3. What indicators or components should a water quality criterion for SABS include-
turbidity, suspended solids, and deposited solids?  Others?


4. Can biological assessments and biocriteria play a role in SABS criteria?  If so,
what role? 


5. Should EPA reconsider the inclusion of organic particulate material in its
definition of suspended and bedded sediments?


6. Which of the EPA proposed criteria methods do you believe have the greatest
potential?  Why?  Which ones should EPA not pursue further?


7. Can aspects of the different approaches described in the discussion paper be
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combined into a synthesis approach?


8. Do any of the recent efforts of the States or other countries offer possibilities for a
national criteria approach?


9. Does the Chesapeake Bay approach to light penetration (clarity) hold promise for
a national scheme?


10. If SABS criteria are established to protect aquatic life in water bodies, is it
reasonable to assume that these criteria will be stringent enough to also protect
other uses of the water body (recreation, industrial water intake, drinking water
source, etc.)?


With the feedback and recommendations from the EPA Science Advisory Board, the
Office of Water anticipates proceeding forward to develop a strategy to be issued by the end of
2004 suggesting the best approaches, processes and schedules for EPA, States, Tribes and
territories to pursue for developing and adopting improved SABS criteria.
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GLOSSARY OF TERMS:


Aquatic Life Use- a use designation in State/Tribal water quality standards that generally
provides for survival and reproduction of desirable fish, shellfish, and other aquatic
organisms; classifications specified in state water quality standards relating to the level of
protection afforded to the resident biological community.


Bedload- Sediment which moves along and is in contact with stream or river bottom.


Clean sediments- Suspended and bedded sediments that are not contaminated with toxic
chemicals.


Contaminated sediments- Deposited or accumulated sediments, typically on the bottom
of a water body, that contain contaminants.  These may or may not be toxic as revealed
by a whole sediment toxicity test, or as predicted by equilibrium partitioning.


1Criteria-  Under section 304(a) of the Clean Water Act, EPA publishes scientific
information regarding concentrations of specific chemicals or levels of parameters in
water that protect aquatic life and human health.


2Criteria-  Levels of individual pollutants, or water quality characteristics, or
descriptions of conditions of a water body, adopted into State water quality standards
that, if met, will generally protect the designated use of the water.  In many cases, States
make use of the criteria developed by EPA under definition #1 above.


Designated Uses- those uses specified in State/Tribal water quality standards for each
water body or segment whether or not they are being attained.  Sometimes referred to as
Beneficial Uses, i.e., desirable uses that water quality should support.  Examples are
drinking water supply, primary contact recreation (such as swimming), and aquatic life
support.


Embeddedness- the amount of silt and sediment deposited in and around the larger
gravel, cobble and boulders in the bottom of a stream or river. 


Fines- fine particulate material such as silt and clay particles typically of less than .85
mm diameter.


Jackson turbidity units (JTU)- An alternative way (to NTU) to measure turbidity in
water based on the length of a light path through a suspension that causes the image of a
standard candle flame to disappear.


Nephelometric turbidity units (NTU)- The units of measurement for turbidity in water
as determined by the degree light is scattered at right angles when compared to a standard
reference solution.
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Reference Condition (Biological Integrity)- the condition that approximates natural,
un-impacted conditions (biological, chemical, physical, etc.) for a water body.  Reference
condition (Biological Integrity) is best determined by collecting measurements at a
number of sites in a similar water body class or region under undisturbed or minimally
disturbed conditions (by human activity), if they exist.  Since undisturbed or minimally
disturbed conditions may be difficult or impossible to find, least disturbed conditions,
combined with historical information, models or other methods may be used to
approximate reference condition as long as the departure from natural or ideal is
understood.  Reference condition is used as a benchmark to determine how much other
water bodies depart from this condition due to human disturbance.


Minimally disturbed- the physical, chemical, and biological conditions of a
water body with very limited, or minimal, human disturbance in comparison to
others within the water body class or region.  Minimally disturbed conditions can
change over time in response to natural processes.


Least Disturbed Condition- the best available existing conditions with regard to
physical, chemical, and biological characteristics or attributes of a water body
within a class or region.  These waters have the least amount of human
disturbance in comparison to others within the water body class, region or basin. 
Least disturbed conditions can be readily found, but may depart significantly from
natural, undisturbed conditions or minimally disturbed conditions.  Least
disturbed condition may change significantly over time as human disturbances
change.


Regional Reference Condition- description of the chemical, physical, or biological
condition based on an aggregation of data from reference sites that are representative of a
water body type in an ecoregion, subecoregion, watershed, or political unit.


Sediment- Fragmented material that originates from weathering and erosion of rocks or
unconsolidated deposits, and is transported by, suspended in, or deposited by water.


Sedimentation- The depositing of sediment.


Settleable Solids-   Those solids that will settle to the bottom of a cone-shaped container,
an Imhoff cone, in a 60-minute period.


Silt – Noncohesive soil whole individual particles are not visible to the unaided human
eye (0.002 to 0.05 mm). Silt will crumble when rolled into a ball.


Siltation– The process by which a river, lake, or other water body becomes clogged with
sediment.


Suspended and bedded sediments- particulate organic and inorganic matter that
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suspend in or are carried by the water, and/or accumulate in a loose, unconsolidated form
on the bottom of natural water bodies.


Suspended load- Sediment which is derived from a river/streambed and is wholly or
intermittently supported in the water column by turbulence.


Suspended solids concentration (SSC)- The amount of organic and inorganic particles
suspended in water.  SSC is determined by measuring the dry weight of all the sediment
from a known volume of a water-sediment mixture.


Total suspended solids (TSS)- The entire amount of organic and inorganic particles
dispersed in water.  TSS is measured by several methods, most of which entail measuring
the dry weight of sediment from a known volume of a subsample of the original.


1Turbidity- The scattering of light by fine, suspended particles which causes water to
have a cloudy appearance.  Turbidity is an optical property of water.  More specifically,
turbidity is the intensity of light scattered at one or more angles to an incident beam of
light as measured by a turbidity meter or nephelometer.


2Turbidity- A principal characteristic of water and is an expression of the optical
property that causes light to be scattered and absorbed by particles and molecules rather
than be transmitted in straight lines through a water sample.  It is caused by suspended
matter or impurities that interfere with the clarity of water.  These impurities may include
clay, silt, finely divided inorganic and organic matter, soluble colored organic
compounds, and plankton and other microscopic organisms.


Washload- Sediments smaller than 63 microns which are not from the bed but could be
from bank erosion or upland sources.


Water Quality Standards- are provisions in State or Tribal law or regulations that
define the water quality goals of a water body, or segment thereof, by designating the use
or uses to be made of the water; setting criteria necessary to protect the uses; and
protecting existing water quality through anti-degradation policies and implementation
procedures.
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WHAT IS THE PURPOSE OF THIS DOCUMENT?


The Office of Water in EPA, with support from the Office of Research and Development,
is preparing to develop and issue improved water quality criteria (either recommended values or
methodologies) for use by the States to better manage Suspended and Bedded Sediments (SABS)
in water bodies across the country.  Before undertaking this effort, the Office of Water is
undergoing a consultation with the EPA Science Advisory Board to gain their review and
recommendations on the best scientific approaches to accomplish this.  This paper is being
prepared as the discussion paper for the Science Advisory Board to consider the key scientific
questions regarding methods and approaches for developing water quality criteria for SABS.


This paper provides an introduction to SABS and water quality criteria and discusses the
types and status of water quality criteria that have been or are currently being used by the States,
Canada and elsewhere.  The paper also proposes several new approaches or methods for
developing SABS criteria for consideration by U.S. EPA Science Advisory Board.  The
consultation with the EPA Science Advisory Board is scheduled to take place October 2, 2003 in
Washington, DC.


After the consultation, the Office of Water intends to prepare a comprehensive strategy
for developing and implementing new SABS criteria, or methods, to be used by the States and
Tribes in their water quality standards programs within the next few years as they adopt new and
revised criteria to protect their waters.


BACKGROUND:


– What are Suspended and Bedded Sediments (SABS)? 


Suspended and bedded sediments (SABS) are defined by EPA as particulate organic and
inorganic matter that suspend in or are carried by the water, and/or accumulate in a loose,
unconsolidated form on the bottom of natural water bodies.  This includes the frequently used
terms of clean sediment, suspended sediment, total suspended solids, bedload, turbidity, or in
common terms, dirt, soils or eroded materials.


EPA’s definition of SABS also includes organic solids such as algal material, particulate
leaf detritus and other organic material.  This initiative on SABS criteria intentionally does not
look at contamination in sediments, another significant environmental issue, rather, EPA has
dealt directly with the toxicity of chemicals in sediments through its work on Equilibrium
Partitioning-Derived Sediment Benchmarks.  EPA does recognize however, that managing
SABS in the aquatic environment will have either direct or indirect consequences on the amount
of contaminated sediments and may need to further examine these relationships in future efforts.  


SABS can be further defined in regards to particle size which are related to the mode of
action in the aquatic environment.  SABS can be broken into two fractions based on size – fine
sediment and coarse sediment.  Fine sediment is typically considered to consist mostly of
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particles smaller than 0.85 mm and coarse sediment is defined as greater than 9.5 mm.  Particles
less than 0.063 mm (silt and clay) remain suspended in flowing water and are largely the cause
of turbidity (IDEQ, 2003).


– What are the impacts of SABS?


SABS are a unique water quality problem when compared to toxic chemicals, in that
suspended solids and bedded sediments (including the organic fraction) occur naturally in water
bodies in natural or background amounts and are essential to the ecological function of a water
body.  Suspended solids and sediments transport nutrients, detritus, and other organic matter in
natural amounts which are critical to the health of a water body.  Suspended solids and sediment
in natural quantities also replenish sediment bedloads and create valuable micro-habitats, such as
pools and sand bars.  Therefore, a basic premise for managing suspended and bedded sediments
in water bodies to protect aquatic life uses may be the need to maintain natural or background
levels of SABS in water bodies.


However, SABS in excessive amounts constitute a major ecosystem stressor.  According
to the EPA National Water Quality Inventory - 2000 Report, excessive sediment was the leading
cause of impairment of the Nation’s waters.  The highest frequency of impairment was reported
for rivers and streams, followed by lakes, reservoirs, ponds, and estuaries.  In 1998,
approximately 40% of assessed river miles in the U.S. were impaired or threatened from
excessive SABS. 


Suspended and bedded sediments have two major avenues of effect in aquatic systems; 1)
direct effects on biota, and 2) direct effects on physical habitat, which result in effects on biota. 
In considering impacts, suspended sediment is the portion of SABS that exert a negative impact
via suspension in the water column, such as shading of submerged macrophytes.  Bedded
sediments are those sediments that have a negative impact when they settle out on the bottom of
the water body and smother spawning beds and other habitats.  (An additional summary of the
effects of SABS can be found in Appendix 1 and a comprehensive review can be found in Jha,
2003.  The following discussion is excerpted from  Jha, 2003.)


In streams and rivers, fine inorganic sediments, especially silts and clays, affect the
habitat for macroinvertebrates and fish spawning, as well as fish rearing and feeding behavior.
Larger sands and gravels can scour diatoms and cause burying of invertebrates, whereas
suspended sediment affects the light available for photosynthesis by plants and visual capacity of
animals.  A potential problem with suspended sediment in reservoirs, coastal wetlands, estuaries,
and near-shore zones is decreased light penetration, which often causes aquatic macrophytes to
be replaced with algal communities, with resulting changes in both the invertebrate and fish
communities.  Increased sedimentation also may functionally shift the fish community from
generalist feeding and spawning guilds to more bottom-oriented, silt tolerant fishes.


Sediment starvation caused by structures such as dams and levees is also a problem in
some ecosystems, ranging from the loss of native fish species and native riparian ecosystem
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structure in many dammed Western rivers (e.g., Colorado River, Platte River, Missouri River), to
the subsidence and loss of wetlands (e.g., Mississippi Delta in Louisiana).


Effects of excess suspended and bedded sediments on habitat structure include changes in
refugia for biota (e.g., changes in macrophyte communities), increased fines (and embeddedness)
and scouring in streams, aggradation and destabilization of stream channels, and filling in of
wetlands and other receiving waters, and for sediment starvation, scouring and removal of
riparian and pool habitat, and subsidence and disappearance of wetlands and lowering of the
water table.  Increased turbidity and concomitant changes in light regime may be considered to
be aspects of altered habitat.  Indirect effects on biota will occur as the fish, invertebrates, algae,
amphibians, and birds that rely upon aquatic habitat for reproduction, feeding, and cover are
adversely affected by habitat loss or degradation.  Sea grasses and other submerged aquatic
vegetation (SAV) are considered “keystone” species in temperate and tropical estuaries and
coastal areas.  These flora have a variety of beneficial attributes including providing food and
shelter for many aquatic and terrestrial species.  There has been a worldwide decline in sea
grasses including dramatic regional losses in the Gulf of Mexico.  When studied in detail,
seagrass declines have always been linked to nutrient enrichment as the most important cause,
but suspended sediment remains a suspected secondary cause in several cases.


SABS also affect fish populations.  Three major effects of SABS on fishes include: 1)
behavioral effects, such as inability to see prey or feed normally; 2) physiological effects, such
as gill clogging; and 3) effects due to sediment deposition, such as burial and suffocation of eggs
and larvae.  Physiological effects of sedimentation can result in impaired growth, histological
changes to gill tissue, alterations in blood chemistry, and an overall decrease in health and
resistance to parasitism and disease.  Lower doses or shorter duration of SABS will have
transitory effects, while higher doses for longer periods can result in more lasting and severe
effects.


Fish can also swallow large quantities of sediment, causing illness, reduced growth and
eventual death, depending on other contaminants that may be adsorbed to the sediment.  Some
other physiological changes include; release of stress hormones (i.e., cortisol and epinephrine), a
compensatory response to a decrease in gill function, and clogging gill mucus causing
asphyxiation and traumatization of gill tissue.  The severity of damage appears to be related to
the dose of exposure as well as the size and angularity of the particles involved. 


Certain fish populations may be severely impacted in their ability to feed by even small
increases in SABS concentrations because of increased turbidity.  Fish that need to see their prey
to feed suffer from reduced visibility in turbid water and may be restricted from otherwise
satisfactory habitat.  Some fishes are able to hunt better as SABS concentrations increase up to a
point because of increased contrast between the prey and the surrounding water.  


Many species of fish may relocate when sediment load is increased, because fish can
readily disperse.  Other behavior responses include an increased frequency of the cough reflex
and temporary disruption of territoriality.  The severity of the behavioral response is associated
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with the timing of disturbance, the level of stress, decreased energy reserves, phagocytes,
metabolic depletion, seasonal variation, and alteration of the habitat.  


Severity of effect caused by suspended sediments is a function of many factors, which, in
addition to sediment concentration, duration, particle size, and life history stage, may include
temperature, physical and chemical characteristics of the particles, associated toxicants,
acclimatization, other stressors, and interactions of these factors.  Suspended sedimentation
effects have been scored on a qualitative scale as “severity of ill effect” (SEV), that include
everything from “no behavioral effects” (lowest on the scale) to behavioral effects (low on the
scale); to sublethal effects (higher on the scale); to lethal effects (highest on the scale). 
According to Griffiths and Walton (1978), the upper tolerance level for suspended sediment is
between 80-100 mg/l for fish, and as low as 10-15 mg/l for bottom invertebrates.


Many species of fish and macroinvertebrates use the interstitial spaces at the bottom of
streams to lay their eggs.  Reproductive success is severely affected by sediment deposition
particularly in benthic spawning fishes. The primary mechanisms of action are through increased
egg mortality, reduced egg hatch and a reduction in the successful emergence of larvae .  The
cause of egg survival rates and egg death are due to reduced permeability of streambed and from
burial by settled particles.  Thin coverings (a few mm) of fine particles are believed to disrupt the
normal exchange of gases and metabolic wastes between the egg and water.  Sediment
deposition has caused a 94% reduction in numbers and standing crop biomass in large game fish,
because of increased vulnerability of their eggs to predation in gravel and small rubble, reduction
in oxygen supply to eggs, and increased embryo mortality.  It can also cause reduced larval
survival because of armoring of the sediment surface, which traps the larvae.  Differences in
sensitivity, egg mortality effects, early life stages (i.e., eggs, larvae) and magnitude of impact
upon fish population are associated with amount of elevated sediment loads, size of the sediment
particles involved, seasonal variation, and rates of sediment deposition.  Even if intergravel flow
is adequate for embryo development, sand that plugs the interstitial areas near the surface of the
stream bed can prevent alevins from emerging from the gravel.  For example, emergence success
of cutthroat trout was reduced from 76% to 4% when fine sediment was added to redds (Weaver
and Fraley, 1993).


There are also detrimental effects of SABS on aquatic invertebrates.  SABSs impact the
density, diversity and structure of invertebrate communities.  High and sustained levels of
sediment may cause permanent alterations in community structure including, diversity, density,
biomass, growth, rates of reproduction, and mortality.  Direct effects on invertebrates include
abrasion, clogging of filtration mechanisms thereby interfering with ingestion and respiration,
and in extreme cases, smothering and burial resulting in mortality.  Indirect effects are primarily
from light attenuation leading to changes in feeding efficiency, behavior (i.e., drift and
avoidance), and alteration of habitat from changes in substrate composition, affecting the
distribution of infaunal and epibenthic species.  Three major relationships between benthic
invertebrate communities and sediment deposition in streams have been reported, including
correlation between abundance of micro-invertebrates and substrate particle size, embeddedness
of substrate and loss of interstitial space, and change in species composition with change in
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substrate composition.


Sedimentation alters the structure of the invertebrate community by causing a shift in
proportions from one functional group to another.  Sedimentation can lead to embeddedness,
which blocks critical macroinvertebrate habitat by filling in the interstices of the cobble and
other hard substrate on the stream bottom.  As deposited sediment increases, changes in
invertebrate community structure and diversity occur.   


Invertebrate drift is directly affected by increased suspended sediment load in freshwater
streams.  These changes generally involve a shift in dominance from ephemeroptera, plecoptera
and trichoptera (EPT) taxa to other less pollution-sensitive species that can cope with
sedimentation.  Increases in sediment deposition that affect the growth, abundance, or species
composition of the periphytic (attached) algal community will also have an effect on the
macroinvertebrate grazers that feed predominantly on periphyton.  For example in the Chattooga
River watershed, accelerated sedimentation was identified as the leading cause of habitat loss
and reduction in bed form diversity (Pruitt et. al., 2001).  A significant correlation was observed
between aquatic ecology and normalized total suspended solids (TSS) data.  Effects on aquatic
individuals, populations, and communities are expressed through alterations in local food webs
and habitat.  When sedimentation exceeds certain thresholds, ensuing effects will likely involve
decline of the existing aquatic invertebrate community and subsequent colonization by pioneer
species.


SABS also have a negative affect on the survival of freshwater mussels.  Increased levels
of SABS impair ingestion rates of freshwater mussels in laboratory studies.  However, it has
been suggested that survival may be species-specific.  Mussels compensate for increased levels
of suspended sediment by increasing filtration rates, increasing the proportion of filtered material
that is rejected, and increasing the selection efficiency for organic matter.  Species-specific
responses to SABS are adaptations to sediment levels in the local environment, such that species
inhabiting turbid environments are better able to select between organic and inorganic particles. 
Many of the endangered freshwater mussel species have evolved in fast flowing streams with
historically low levels of suspended sediment.  Such species may not be able to actively select
between organic and inorganic particles in the water column.  Therefore, even low levels of
sediment may reduce feeding and, in turn, reduce growth and reproduction.


Corals differ greatly in their ability to resist SABS, with most species being highly
intolerant of even small amounts while a minority are able to tolerate extremely embedded
sediment conditions, and a few are even able to live directly in sedimented bottoms.  Excessive
sedimentation can adversely affect the structure and function of the coral reef ecosystem by
altering physical and biological processes through a variety of mechanisms.  These all require
expenditure of metabolic energy and when sedimentation is excessive they eventually reach the
point where they can no longer spare the energy to keep themselves clean, and the affected tissue
dies back.  Excess SABS cause reduced growth rates, temporary bleaching, and complex food
web-associated effects with SABS killing not only corals but other reef dwelling organisms. 
Coral larvae will not settle and establish themselves in shifting sediments.  Increases in
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sedimentation rates alter the distribution of corals and their associated reef constituents by
influencing the ability of coral larvae to settle and survive.


Changes in the supply rate of sediment causes drastic changes in aquatic, wetland, and
riparian vegetation.  Undesirable changes in vegetation can be induced by both decreases and
increases in SABS from natural levels.  For example, in the Platte and Missouri Rivers,
decreases in both sediment supply and scouring flows have resulted in the growth of stable
riparian forests (including many exotic eastern tree species), and the loss of sandbar habitat for
several wildlife species (e.g., cranes, piping plovers) (Johnson 1994).  In the Colorado River,
decreased sediment supply (but continuing scouring flow) has resulted in the loss of riparian
wetland habitat dependent on sandbars (Stevens 1995).  The magnitude and timing of
sedimentation may influence structure and recolonization of aquatic plant communities.  The
effects of reduced primary production on aquatic invertebrates and fishes at higher trophic levels
are compounded when SABS settles on remaining macrophytes.  The macrophyte quality also is
reduced as a food source.  The periphyton communities are likely to be most susceptible to the
scouring action of suspended particles or burial by sediments.  For example, large-scale declines
of submerged aquatic vegetation (SAV) in Chesapeake Bay is directly related to increasing
amounts of nutrients, and secondarily to sediments entering the Bay (Staver et. al., 1996).  


Indirect impacts of excess sediment on water quality can occur through its influence on
aquatic plant communities, organic exchange substrates, and microbial populations.  In
environments with high concentrations of SABS, reductions in plant species density, biomass,
and diversity throughout a trophic level are translated into reductions in energy input to the next
trophic level.  Decreases in plant populations may result in decreases in populations of
zooplankton, insect abundance and overall biomass which may initiate reductions in herbivore,
omnivore and predatory fish.  SABS deposition may cover microbes, or organic matter needed
for microbial processes, or alter redox profiles important in the performance of water quality
processes.


For other uses of water bodies, excessive SABS can, among other things, affect water
clarity and the aesthetic quality of swimming waters, increase pre-filtration efforts and expenses
at drinking water purification facilities and lead to accelerated in-fill of dredged shipping
channels, harbors and marinas.


In summary, the current literature suggests SABS are significant contributors to declines
in populations of North American aquatic life and can impact other uses of waters.  Improved
SABS criteria are needed to properly manage the level of SABS in aquatic ecosystems to
minimize or avoid these effects. 


– What Are Water Quality Standards?


Water quality standards consist of a designated use(s) for a water body, water quality
criteria to protect the designated use(s) and an antidegradation policy.  States, and Tribes with
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authorization to conduct a water quality standards program, are required by section 303(c) of the
Clean Water Act (CWA) to adopt water quality standards. States and Tribes adopt water quality
standards to protect public health and welfare, protect designated uses, enhance the quality of
water and serve the purposes of the CWA.  Section 101(a) of the CWA specifies that water
quality standards should provide, wherever attainable, “water quality which provides for the
protection and propagation of fish, shellfish, and wildlife and provides for recreation in and on
the water”.  Section 303(c) states that water quality standards should be established for water
bodies taking into consideration their use and value for public water supplies; propagation of fish
and wildlife, recreational, agricultural, industrial, navigation and other purposes.


– What Are Water Quality Criteria?


Water quality criteria are levels of individual pollutants, or water quality characteristics,
or descriptions of conditions of a water body that, if met, will generally protect the designated
use(s).  EPA, under section 304(a) of the CWA, periodically publishes water quality criteria
recommendation for use by States, Tribes and territories in setting water quality standards. 
Water quality criteria published pursuant to Section 304(a) of the CWA are based solely on data
and scientific judgements on the relationship between (pollutant) concentrations and
environmental (and human health) effects and do not reflect consideration of economic impacts
or the technological feasibility of meeting the criteria values in ambient water. 


When establishing numeric criteria, States and Tribes can 1) adopt EPA’s recommended
criteria into their water quality standards, or 2) adopt EPA’s recommended water quality criteria
modified to reflect site-specific conditions, or 3) adopt criteria derived using other scientifically
defensible methods.  EPA’s 304(a) criteria recommendations have been critical tools for the
States, Tribes and territories for controlling many forms of pollution and improving water quality
across the Nation. 


There are also other types of designated uses of water bodies, other than aquatic life,
which need to be protected from excess SABS.  These include recreation in and on the water,
shipping, drinking water sources, industrial water use, agricultural water use and others.  Water
bodies may have multiple use designations, including aquatic life, as well as those other uses
listed above or may be limited to uses other than aquatic life if use attainability analyses have
been performed by the State, Tribe or territories.  There are human health criteria, and other
criteria, that are most appropriate for these uses. 
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WATER QUALITY CRITERIA FOR SABS– CURRENT STATUS:


During recent discussions between the States and EPA while developing a water quality
standards and criteria strategy for the next decade (EPA 2003), the need for new/improved water
quality criteria for SABS, or for methodologies for deriving SABS criteria on a regional or site-
specific basis, was identified as one of the highest priorities for the EPA water quality criteria
program.  As a result, the EPA Office of Water has committed to do so.  


At this time, EPA believes the biggest challenge will be to develop improved SABS
criteria to protect aquatic life.  Most other designated uses of water bodies (possibly with the
exception of drinking water source uses) where aquatic life uses overlap, may be protected by
the potentially more stringent aquatic life criteria.  Drinking water uses may need more stringent
criteria, but typically apply to few water bodies.  Aquatic life uses typically apply to most all
waters.  However, EPA also believes at this time that other forms of criteria for protecting uses
other than aquatic life may still be necessary, where aquatic life uses do not exist or where the
other uses are affected differently by SABS.


The section below provides a description of the current status of criteria related to SABS
in State and Tribal water quality standards, and elsewhere, primarily as background for
considering new criteria development methodologies.  However, some of these examples of past,
current and future criteria approaches may hold promise as approaches that could be used on a
national scale by EPA.


– What Criteria Recommendations Has EPA Issued in the Past?


In 1976, EPA published a water quality criteria recommendation for solids and turbidity
that is based on light reduction.  This criterion is summarized in the 1986 EPA Quality Criteria
for Water as:


“Solids (Suspended, Settleable) and Turbidity - Freshwater fish and other aquatic life:
Settleable and suspended solids should not reduce the depth of the compensation point
for photosynthetic activity by more than 10 percent from the seasonally established norm
for aquatic life.”


The criterion and a brief description of the rationale can be found at
http://www.epa.gov/waterscience/criteria/goldbook.pdf.  This criteria has not been frequently
adopted or used by the States.  However, in June 2003, Idaho DEQ proposed to use this criterion
value as one component of their newly revised sediment TMDL targets (See description of Idaho
below).


EPA also published a narrative “free from” aesthetic standard that States have since
adopted into their water quality standards.  This narrative states:


“Aesthetic Qualities - All waters shall be free from substances attributable to wastewater
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or other discharges that: settle to form objectionable deposits; float as debris, scum, oil,
or other matter to form nuisances; produce objectionable color, odor, taste or turbidity;
injure or are toxic or produce adverse physiological response in humans, animals, or
plants; produce undesirable or nuisance aquatic life.”   


– Other Recommended Values:


Referenced in the 1986 EPA Quality Criteria for Water are two reports by the National
Academy of Sciences (NAS, 1972) and the National Technical Advisory Committee (NTAC,
1968) which were predecessor documents on water quality criteria.  In these reports, criteria
recommendations related to drinking water and freshwater aquatic life were also provided. 
These are:


“Raw Drinking Water with Treatment - Turbidity in water should be readily removable
by coagulation, sedimentation and filtration; it should not be present to an extent that
will overload the water treatment plant facilities, and should not cause unreasonable
treatment costs.  In addition, turbidity should not frequently change or vary in
characteristics to the extent that such changes cause upsets in water treatment
processes.” 


“Freshwater Aquatic Life - Combined effect of color and turbidity should not change the
compensation point more than 10 percent from its seasonally established norm, nor
should such a change take place in more than 10 percent of the biomass of
photosynthetic organisms below the compensation point.”


For other types of designated uses such as boating, fishing, swimming, wading, aesthetics
and hunting, a variety of factors contribute to the recreational quality of a water body
(Parametrix, 2003).  Visual factors such as color and clarity are important along with perceived
changes in these factors.  The ability to use water safely- to be able to see what is there- is also
important.  The National Academy of Sciences (NAS/NAE, 1973) recommended that waters
used for bathing and swimming should have sufficient clarity to allow for the detection of
subsurface hazards or submerged objects and for locating swimmers in danger of drowning.  The
National Technical Advisory Committee (NTAC) in 1968 recommended that clarity should be
such that a secchi disk is visible at minimum depth of four feet given its conclusion that clarity in
recreational waters is highly desirable from the standpoint of visual appeal, recreational
opportunity, enjoyment and safety (Parametrix, 2003).


– What Are States and Tribes Currently Doing?


Most States currently have water quality criteria that can be applied to SABS.  Two
unpublished summary tables – one of State sediment criteria and the other, State sediment
TMDLs, prepared by EPA in 2001, are provided in Appendices 3 and 4 for reference.  A few
States are developing new criteria for SABS and examples are described below.
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Another summary of the current regulatory guidelines for SABS is in the Technical
Appendix to the Ambient Water Quality Guidelines (Criteria) for Turbidity, Suspended and
Benthic Sediments  (Caux et al. 1997), prepared for the British Columbia Ministry of
Environment, Land and Parks.  Caux et al. (1997) built on an earlier review of available criteria
by Singleton (1985).  A third review of sediment targets used for TMDLs is provided in Idaho
DEQ, 2003.


From these reviews it becomes clear there are a wide range of sediment criteria in current
use in the United States.  Some States use numerical criteria, some use narrative criteria, some
use both, and some States have no criteria related to SABS at all.  Many States have different
criteria for different stream channel substrate types.  When they are differentiated, States
typically have more stringent criteria for streams with hard substrates (gravel, cobble, bedrock)
and less stringent criteria for streams with soft substrates (sand, silt, clay).  Hawaii has a separate
criterion for reefs.  Cold water fisheries typically have more rigorous criteria than do warm water
fisheries in states that differentiate between the two uses.  A few States use biocriteria (e.g.,
biotic indices), and at least one uses soil loss as a criterion.  Several States provide criteria for an
averaging period (e.g., 30 days) as well as an allowed daily maximum concentration.  Some
States set an absolute value, some set a value over a background level.


Most States with numerical criteria use turbidity as a surrogate measure.  Some use
exceedances over background (e.g., “Not greater than 50 NTU over background”, or “not more
than 10% above background” or “no more than 5 NTUs above background”), while some use
absolute values (e.g., “Not greater than 100 NTU”).  Some States have established numeric
standards that are basin-specific while others vary with the presence of salmonids.  In general,
most States are concerned with the effects of water clarity and light scattering on aquatic life. 
The majority of States use EPA method 180.1 to measure turbidity and method 160.2 to measure
total suspended solids (TSS).  Most States use optical backscatter or optical transmission
technology for turbidity either by measuring in situ or in the lab after collecting grab or single-
point samples.  Very few, if any States, attempt to correlate turbidity with TSS or biological
impacts, and only a few States measure suspended solids concentration (SSC).  Very few States
measure particle size distribution and no States measure bedload. 


Only a few States use suspended solids as a criterion.  Suspended solids criterion values
vary from 30 mg/L up to 158 mg/L.  At least one State uses transparency (> 90% of background)
as a standard.  A number of States have criteria based on sediment deposited over a time period,
or during a storm event.  Values are typically 5 mm during an individual event (e.g., during the
24 hours following a heavy rainstorm) for streams with hard substrates bottoms and 10 mm for
streams with soft bottoms.  Hawaii's reef criterion is 2 mm deposited sediment after an event.


The Chesapeake Bay Program (a multi-state effort) has a criterion based on clarity,
including a measurement of the percent light through water (PLW) and secchi disk clarity.  The
criteria are stratified by depth and salinity regime and are adjusted by season.  Water clarity
criteria are used in the Chesapeake Bay because it is assumed that they will result in achievement
of clarity/solids levels that would not impair other habitats and organisms (with the exception
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that the water clarity criteria may not fully protect smothering of soft or hard bottom habitats
with large sized sediment particles from sources that by-pass (don’t influence) shallow water
habitats), since submerged aquatic vegetation represents one of the components of the
Chesapeake Bay ecosystem that is most sensitive to increases in SABS.  A detailed explanation
of the derivation of the Chesapeake Bay water clarity criteria can be found in Appendix 1.


Many States have narrative criteria for SABS in addition to, or instead of, numerical
criteria.  These criteria most frequently pertain to turbidity or appearance of the water (e.g.,
“Free of substances that change color or turbidity”).  Others refer to undesirable biological
effects (e.g., “No adverse effects” or “No actions which will impair or alter the communities”). 
States that  employ narrative sediment standards, typically also use a translator -- a numeric or
quantifiable target for regulatory purposes (TMDLs, WLAs and permit limits).     


Information from the EPA survey conducted in 2001 (Appendix 4) indicates that numeric
sediment criteria of some type were identified in 32 of the 53 States.  Narrative criteria were
identified in13 of the States with no numeric criteria (and in 23 of the States with numeric
criteria as well), leaving 8 States where no sediment criteria (either numeric or narrative) were
identified.  Of these 8 States without criteria, 5 listed an alternative method or guide for
establishing sediment criteria such as effluent controls or regional criteria. 


Of the 32 States with numeric criteria, 29 were for turbidity and 5 were for suspended
solids, including three States listing criteria for both turbidity and suspended solids.  Illinois
listed criteria for upland erosion, using the soil loss statistic “T”.  Alaska and Hawaii are the only
States that list numeric criteria for bedded sediments.  The narrative criteria are broader than the
numeric criteria, covering a large range of objectionable conditions that could affect aquatic life
or other designated uses.  Those related to sediments include water color (turbidity), floating and
settleable solids, harmful deposits, and channel habitat measures.  


In addition, biological and habitat measures are used to indicate suspended and bedded
sediment conditions.  Florida is the only State with a numeric criterion for benthic
macroinvertebrates as an indicator of sediment conditions.  In other States, biological and habitat
criteria are narrative or nonexistent.


– Turbidity Criteria:


Turbidity criteria were variable among the States and can be categorized into three
variations.  


(1) Either thresholds in excess of background turbidity or absolute thresholds
(independent of background) were established.  The majority of States (15) set thresholds
in comparison to background, 12 used absolute thresholds, and 2 used a combination of
absolute thresholds and those based on a comparison to background (Figure 1).  
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no numeric standard for
turbidity (34)


compare to background
or natural conditions (15)


absolute threshold (12)


combination of absolute
and comparison (2)


Figure 1.  Comparison of numeric criteria for turbidity, showing
types of thresholds, among states.


no numeric standard for turbidity
(34)


statew ide numeric standard, not
variable (11)


numeric standard variable by
w aterbody class, designated
use, or f ishery type (14)
numeric standard variable by
w aterbody, NV, LA (2)


numeric standard variable by
region, AR (1)


numeric standard variable by
season (w et/dry), HI (1)


Figure 2.  Comparison of the application of turbidity thresholds by State-
wide, water body or class, region and season among States.


(2) Another variation regarded
the frequency of exceedances -
daily or monthly averages,
percentage of readings above a
threshold, or instantaneous
readings.  Instantaneous
exceedances of absolute
thresholds might be expected to
result from rainfall events,
though accounting for natural and
periodic high turbidity was
lacking in most of the criteria. 
Few States specified sampling
during low flow only and Hawaii


defined two criteria - one for the wet season and a lower threshold for the dry season.


(3) Within 17 States, thresholds vary based on designated uses, stream classes, fishery types,
regions, or rivers (Figure 2).  The other twelve of the 29 States with turbidity criteria have a
single threshold that applies throughout the State.  Most (14) of the States with varying
thresholds have stricter
criteria for streams that
support cool water aquatic
communities (trout) or are
sources of potable water. 
These streams are identified
by their designated use,
stream class, or fishery type. 
Nevada and Louisiana
describe criteria for specific
water bodies.  Criteria in
Arkansas vary by region,
probably based on underlying
geologies.


The strictest criteria
for turbidity for all States are
for highly protected streams
in New Hampshire and in the dry season in Hawaii.  These criteria require turbidity no greater
than background (NH) and a mean value of 2 nephelometric turbidity units (NTU) in Hawaii.  


Mountainous States with stable geology generally have stricter criteria than those in
coastal or low gradient regions with sedimentary geology.  The strictest thresholds within a State
appear to be driven by aquatic life uses, whereas the more relaxed thresholds are driven by
agricultural and non-aquatic life uses.  In other words, where States have varying criteria, the
strictest criteria are generally in trout streams or highly protected waters.  The highest numeric
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NTUs above NTU NTUs above NTU
background # states threshold # states background # states threshold # states


0 1 2 1 10 4 20 1
5 4 5 1 10% 3 25 2
10 4 10 6 15 2 50 5


10% 3 15 1 20% 1 75 1
25 1 20 1 25 1 150 2
29 1 50 2 29 1 qualitative 1
50 2 50 4


Strictest of state's criteria Most relaxed of state's criteria


Table 1.  Numeric turbidity criteria.  The strictest criteria within each State may only apply to highly
protected waterbodies and the most relaxed criteria may only apply to naturally turbid waterbodies.  If
States have uniform statewide criteria, they are tabulated in both sides of the table (as both strictest and
most relaxed).  Criteria are either NTUs above background levels or absolute thresholds.


thresholds (most relaxed criteria) are for large rivers in Louisiana and instantaneous readings in
Maryland, both at 150 NTUs.  The variability of turbidity criteria can be ascertained from Table
1, which enumerates the States by their strictest and most relaxed criteria.  The most common
criterion is an absolute threshold of 10 NTUs, which is among the stricter criteria.  


– Suspended Solids Criteria:


Four States have criteria for total suspended solids (TSS), of which two also have
turbidity criteria.  However, it is not clear how these criteria are used in concert with each other. 
Hawaii has the strictest TSS criteria, which apply in their dry season, with a geometric mean of
readings not to exceed 10 mg/L, less than 10% of readings to exceed 30 mg/L, and less than 2%
of readings to exceed 55 mg/L.  Utah, North Dakota, and South Dakota have similar criteria for
their cold water streams; 35 mg/L, 30 mg/L, and 30 mg/L as a 30 day average or 58 mg/L daily
maximum, respectively.  Utah and South Dakota have higher thresholds for their warm water
streams; 90 mg/L and 150 mg/L as a 30 day average or 263 mg/L daily maximum, respectively.  


– Biological and Other Criteria as Measures of SABS:


Florida’s biological criterion related to suspended sediments requires that the Shannon-
Weaver index be reduced no more than 75% of a suitable background condition.  New Mexico’s
matrix of aquatic life use attainment for sediment (NMED, 2002) uses three measures in
comparison to reference conditions.  Embeddedness and percent pebble-count fines are evaluated
as percent increases above reference conditions.  A biological index is evaluated as percent
decrease below reference conditions.  Final assessments of support are then based on the
combination of physical and biological assessments.  Other criteria based on biological
community metrics are narrative (see below).  


In Hawaii, criteria are described for episodic sediment deposits in hard-bottomed and
soft-bottomed streams following storm events, allowing no more than 5 to 10 mm, respectively,
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of episodic deposition.  In addition, criteria for oxidation-reduction potential and grain size
distribution in pools are defined.  In Alaska, the percent accumulation of fine sediment in
spawning gravel may not be increased more than 5% by weight above  natural conditions and in
no case may the fine sediment in those gravel beds exceed a maximum of 30% by weight. 
Florida has a criterion for transparency, not to be reduced by more than 10%.


– Narrative Criteria:


Narrative criteria are general statements regarding protection of aquatic life or designated
uses.  They are mostly of the form: “Surface waters shall be free from pollutants in amounts that
cause objectionable conditions or impairment of designated uses (including aquatic life uses)”. 
Some specify the resources that should be protected and the pollutants that should be controlled,
while others are general.  Of the 36 States with narrative criteria, 32 specifically advocate control
of suspended solids or turbidity and 23 specifically advocate control of bottom deposits or
settleable solids (bedded sediments).  While many narrative criteria have protection of aquatic
life as a goal, only 8 recommend that the effects of sediments be determined by direct
measurement of biological community integrity as evidenced by changes in community
composition or reduction in diversity.  


--Recent Efforts by States to Develop New SABS Criteria:


Idaho:


In Idaho, excessive fine sediment is the most common pollutant in impaired
streams.  Total Maximum Daily Load (TMDL) plans prepared by the State to address
excessive fine sediment must comply with the existing narrative water quality standard
for sediment, which states “Sediment shall not exceed quantities ... which impair
beneficial uses” (IDAPA 58.01.02.200.08).  While for the State, this aptly described a
goal, it did not describe quantifiable objectives for TMDL plans and stream restorations. 
Because of this, the Idaho Department of Environmental Quality recently prepared a
study suggesting appropriate water column and streambed measures for gauging
attainment of the narrative sediment goal.


One of the important beneficial uses of Idaho streams is production of trout and
salmon for ecological and recreational purposes.  The effects of excessive fine sediment
on the embryo, fry, juvenile, and adult life stages of salmonids are well studied by Idaho
and others.  Characteristics of the stream that change with increasing fine sediments and
are known to affect salmonids and other aquatic biota are the best measures of sediment-
caused impairment of beneficial uses.  These characteristics, and the threshold values that
describe minimal degradation, are the targets that are being contemplated for use by the
State.


Water column and instream measures were determined to be the best indicators of
sediment related impacts including decreased light penetration; increased turbidity, total
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suspended solids and sediments; increased embeddedness, increased extent of streambed
coverage by surface fines and percent subsurface fines in potential spawning gravels,
decreased riffle stability, and reduced intergravel dissolved oxygen.  The relationships
between these measures and the aquatic biota were considered by the State, with special
attention given to growth, survival, reproductive success, and habitat suitability of
salmonids.  Target levels for most measures are recommended based on generalized
relationships found in the scientific literature and specific background conditions that
exist in Idaho streams.  The targets for turbidity and intergravel dissolved oxygen were
established based on existing Idaho Water Quality Standards.  Where data to describe
sediment-biota relationships were lacking or highly variable or background conditions
are highly variable, statewide numeric thresholds were found to be inappropriate.  For
total suspended solids and sediments, embeddedness, and surface sediments, target levels
could also be established for each individual stream based on local reference sediment
conditions.  To provide a regional perspective of the recommended SABS target levels,
Idaho made comparisons to standards adopted in neighboring states and provinces.  A
table of these are included in the Idaho report (Idaho, 2003).  The targets developed by
Idaho were derived from literature values for studies primarily in the northwest U.S.


In Idaho, biological assessments and criteria are not used directly to manage
sediments.  Macroinvertebrate and fish community integrity is measured using the
Stream Macroinvertebrate Index (SMI) and the Stream Fish Index (SFI), respectively. 
Reference conditions have been described for macroinvertebrates and fish after
recognizing variability in natural stream types in Idaho.  Departure from reference
conditions indicates that the community is exposed to a stressor(s).  Neither the Idaho
SMI nor the SFI are specifically calibrated to sediments as a stressor, rather they are
sensitive to a range of stressors, including sediments.  


 Idaho also considered other options for targets for SABS than those summarized
in Table 2 below.  These included measurements of channel and watershed
characteristics.  Channel characteristics considered included: width/depth ratio, sediment
rating curves, pool frequency and quality, bank stability, and changes in peak flow. 
Watershed characteristics that were considered included: land area disturbed (especially
in unstable areas), road crossings, length and hydrologic connectivity, or condition. 
Idaho concluded that numeric targets would be difficult to establish for channel and
watershed characteristics and suggested that narrative targets or criteria would be more
appropriate.
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Table 2:  Idaho DEQ recommended instream sediment parameters and associated target levels.


Instream Sediment
Parameter


Recommended Target Levels


Turbidity Not greater than 50 NTU instantaneous or 25 NTU for more than 10
consecutive days above baseline background, per existing Idaho
water quality standard.  Chronic levels not to exceed 10 NTU at
summer base flow


Light Penetration Not to reduce the depth of the compensation point for
photosynthetic activity by more than 10% from the seasonally
established norm for aquatic life


Total Suspended Solids and
Suspended Sediment


No specific recommendation, establish site specific reference


Embeddedness No specific recommendation, establish site specific reference
Surface Sediment No specific recommendation, establish site specific reference
Subsurface Sediment in
Riffles


For those streams with subsurface sediment less than 27% - do not
exceed the existing fine sediment volume level.  For streams that
exceed the 27% threshold - reduce subsurface sediment to a 5-year
mean not to exceed 27% with no individual year to exceed 29%. 
Percentage of subsurface sediment < 0.85 mm should not exceed
10%


Riffle Stability Not to exceed a Riffle Stability Index of 70
Intergravel Dissolved
Oxygen


Not less than 5.0 mg/L for a 1-day minimum or not less than 6.0
mg/L for a 7-day average mean, per existing Idaho water quality
standard


New Mexico:


New Mexico recently developed a draft protocol to support an interpretation of
their State Water Quality Standards narrative standard for stream bottom deposits
(NMED, 2002).  The current standard for the deposition of material on the bottom of a
stream channel is listed in the State Of New Mexico Standards for Interstate and
Intrastate Surface Waters, Section 1105.A General Standards: and states:


“Bottom Deposits:
 Surface waters of the State shall be free of water contaminants from other than
natural causes that will settle and damage or impair the normal growth, function,
or reproduction of aquatic life or significantly alter the physical or chemical
properties of the bottom.” 


The State’s draft protocol for making use attainment decisions is a quantitative,
three-step assessment procedure for determining whether the above narrative standard is
being attained in a particular stream reach or segment by: 1) comparing changes or
differences, if any, between the site of concern and a reference site; 2) directly evaluating
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instream habitat by measuring either of two stream bottom substrate parameters or
indicators, namely substrate size (mainly fines, 2 mm or less) abundance or cobble
embeddedness, and; 3) verifying or confirming results obtained in step 2 by assessing and
comparing benthic macroinvertebrate communities (or fish) at the same sites.


New Mexico’s step-by-step procedures are described below.


1. Select study site(s) along with a comparable reference site.


2. Perform a bioassessment on the benthic macroinvertebrate community at each
reference in which a pebble count and/or embeddedness procedure is to be performed.


3. Do a pebble count and/or embeddedness evaluation at the reference sites. Pebble
counts should be done in the same habitat unit(s) where the macroinvertebrates were
collected. When doing pebble count evaluations, it is important to determine the
necessary sample size (see page7) needed at each study site based on the evaluated
sample size and determined percent fines at each reference site.  This calculation should
preferably be done streamside at the reference site using the pebble count analyzer
software so that sufficient data can be collected with one visit.  However, it is acceptable
to do the calculations in the office, but realize that an additional visit to the stream may
be required if the sample size is inadequate.


4. Perform a bioassessment of the benthic macroinvertebrate community at each study
site, accompanied by collection of either pebble count and/or embeddedness data of
sufficient size to be statistically significant.


5. Compare the physical and biological data between the study and reference sites by
dividing the results obtained at the study site by that of the reference site to obtain
percent “comparability.”


6. Using the final assessment matrix (Table 4 below), locate the proper support cells for
both the physical and biological percentages calculated in step 5, and determine the final
degree of support for the aquatic life use that is affected by sediment.
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Table 4:  New Mexico Final Assessment Matrix for Aquatic Life Use Attainment:


         Biological


Physical


Severely Impaired
0-17%


Moderately
Impaired
21-50%


Slightly Impaired
54-79%


Non-impaired
84-100%


Non-Support
Fines or
Embeddedness
>40% increase


Non-Support  Partial Support Full Support,
Impacts Observed


Full Support,
Impacts Observed


Partial Support
Fines or
Embeddedness
28-40%increase


Non-Support  Partial Support  Full Support,
Impacts Observed


Full Support,
Impacts Observed


Supporting
Fines or
Embeddedness
11-27% increase


Non-Support1 Partial support1 Full Support,
Impacts Observed


Full Support


Full Support
Fines or
embeddedness
<10% increase2


Non-Support1  Partial Support1 Full Support,
Impacts Observed


Full Support


1 Reduction in the relative support level for the aquatic life use in this particular matrix cell is probably not due to
sediment. It is most likely the result of some other impairment (temperature, D.O., pH, toxicity, etc.), alone or in
combination with sediment.


2 Raw percent values of =20% fines (pebble counts) and = 33% embeddedness at a study site should be evaluated as
fully supporting regardless of the percent attained at the reference site.


The complete New Mexico stream bottom assessment protocol can be found at
http://www.nmenv.state.nm.us/swqb/protocols/StreamBottomProtocol.pdf.  
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– What Is Being Done Elsewhere in the World?


Canada:


Environment Canada has narrative guidelines for deposited bedload sediment,
streambed substrate, suspended sediment, and turbidity for aquatic life uses.  The British
Columbia Ministry of Water, Land and Air Protection released the Ambient Water
Quality Guidelines (Criteria) for Turbidity, Suspended and Benthic Sediments which
contains numeric thresholds in support of the national narrative guidelines.  The BC
guidelines are broken down by 5 water uses, 3 sediment parameters, and 2 flow
conditions.  The water use categories include untreated drinking water, treated drinking
water, recreation and aesthetics, aquatic life, and the final catch-all, terrestrial life,
irrigation, and industrial uses.  Of the 3 sediment parameters, i.e., turbidity, suspended
sediments, and streambed substrate composition, turbidity guidelines are defined for all
water uses.  


The strictest criterion is for untreated drinking water, allowing a turbidity increase
of only 1 NTU above background.  The most relaxed criterion is for terrestrial life,
irrigation, and industrial uses, allowing 10 NTUs or 20% above background (whichever
is greatest).  Suspended sediments guidelines are defined for aquatic life, and terrestrial
life, irrigation, and industrial uses.  Streambed substrate composition guidelines are only
defined for aquatic life uses and are only applied in actual and potential salmonid
spawning areas.  The criteria for aquatic life address all three parameters, with turbidity
and suspended sediments thresholds varying for clear flow and turbid flow conditions. 
The thresholds for aquatic life uses are detailed below. 


Turbidity: 


Clear flow: Induced turbidity should not exceed background levels by more than
8 NTU during any 24-hour period (hourly sampling preferred).  For sediment inputs that
last between 24 hours and 30 days the mean turbidity should not exceed background by
more than 2 NTU (daily sampling preferred).


Turbid flow: Induced turbidity should not exceed background levels by more than
8 NTU at any time when background turbidity is between 8 and 80 NTU.  When
background exceeds 80 NTU, turbidity should not be increased by more than 10% of the
measured background level at any one time.


Suspended Sediments:


Clear flow: Induced suspended sediment concentrations should not exceed
background levels by more than 25 mg/L during any 24-hour period (hourly sampling
preferred).  For sediment inputs that last between 24 hours and 30 days, the average
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suspended sediment concentration should not exceed background by more than 5 mg/L
(daily sampling preferred).


Turbid Flow: Induced suspended sediment concentrations should not exceed
background levels by more than 25 mg/L at any time when background levels are
between 25 and 250 mg/L.  When background exceeds 250 mg/L, suspended sediments
should not be increased by more than 10% of the measured background level at any one
time. 


Stream substrate composition: These guidelines apply to actual and potential
spawning sites in streams throughout the province.  The composition of fine sediment in
streambed substrates should not exceed 10% having a diameter of less than 2.00 mm,
19% having a diameter of less than 3.00 mm, and 25% having a diameter of less than
6.35 mm at potential salmonid spawning sites.  The geometric mean diameter and Fredle
number of streambed substrates should not be less than 12.0 mm and 5.0, respectively. 
The minimum and 30-day average guideline for intra-gravel dissolved oxygen levels are
6.0 and 8.0 mg/L, respectively.  The British Columbia, Canada water quality standards
for turbidity, suspended and benthic sediments are highlighted in Appendix 2.


A Summary of Existing Canadian Environmental Quality Guidelines is available
at: www.ccme.ca/assets/pdf/e1_06.pdf.  The British Columbia Ambient Water Quality
Guidelines (Criteria) for Turbidity, Suspended and Benthic Sediments are available at:
wlapwww.gov.bc.ca/wat/wq/BCguidelines/turbidity.html.  A guideline on sampling for
turbidity and suspended and benthic sediments can be found at
http://wlapwww.gov.bc.ca/wat/wq/BCguidelines/sampstrat.html.  As mentioned earlier, a
detailed technical appendix to their criteria guidelines was prepared by Caux et. al., 1997
and is available at http://wlapwww.gov.bc.ca/wat/wq/BCguidelines/turbiditytech.pdf.  


Australia and New Zealand:


In Australia and New Zealand, guidelines have been developed for recreational
water quality and aesthetics (ANZECC, 2000).  Turbidity is not addressed.  The visual
clarity guidelines are based on the objective that to protect visual clarity of waters used
for swimming, the horizontal sighting of a 200mm diameter black disc should exceed 1.6
m.  For protecting the aesthetic quality of recreational waters the natural visual clarity
should not be reduced by more than 20 percent, the natural hue of water should not be
changed by more than 10 points on the Munsell Scale and the natural reflectance of the
water should not be changed by more than 50%.


The Australian and New Zealand Guidelines for Fresh and Marine Water Quality
(ANZECC, 2000) define an approach for defining trigger values which, when exceeded,
indicate that a problem may be present due to the stressor of concern.  To determine
low-risk trigger values, measure the statistical distribution of water quality indicators
either at a specific site (preferred), or an appropriate reference system, and also study the
ecological and biological effects of physical and chemical stressors.  Then define the
trigger value as the level of key physical or chemical stressors below which ecologically
or biologically meaningful changes do not occur, i.e. the acceptable level of change. 
Regarding sediments as pollutants, the guidelines address turbidity and suspended
particulate matter.
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To apply the guidelines where an appropriate reference system is available and
there are sufficient resources to collect the necessary information for the reference
system, the low-risk trigger concentrations for suspended particulate matter (suspended
solids) or turbidity should be determined as the 80 percentile of the reference system
distribution. Where possible the trigger values should be obtained for high flow
conditions for rivers and streams and during inflow periods for other ecosystems, when
most suspended particulate matter will be transported.


Default trigger values are provided for use where either an appropriate reference
system is not available, or the scale of operation makes it difficult to justify the allocation
of resources to collect the necessary information on a reference system.  Ranges of low-
risk default trigger values for turbidity indicative of slightly disturbed ecosystems in
south-east Australia are as follows; upland rivers: 2-25 NTUs, lowland rivers: 6-50
NTUs, lakes and reservoirs: 1-20 NTUs, and estuaries and marine systems: 0.5-10 NTUs. 
For moderately or highly disturbed systems, more intensive study is recommended and
trigger values may be established using some appropriate percentile of the reference
distribution less than the 80th percentile.


The Australian and New Zealand guidelines are available at:
www.mfe.govt.nz/publications/water/anzecc-water-quality-guide-02/anzecc-water-qualit
y-guide-02-pdfs.html


European Union (EU):


The European Water Framework Directive (WFD) directs the member states to
establish goals, basin plans, and monitoring of ecological quality.  Assessment of
ecological quality is based on a reference condition approach.  Annex II of the Directive
specifies methods for establishment of type-specific reference conditions for surface
water body types. 


For each water body type, type-specific hydromorphological, physicochemical
and biological conditions shall be established representing the parameter values for that
surface water body type at high ecological status.  In applying the reference condition
methods in heavily modified or artificial water bodies, high ecological status shall be
construed as maximum ecological potential.  The values for maximum ecological
potential for a water body shall be reviewed every six years.


Type-specific reference conditions may be either spatially based or based on
modeling, or may be derived using a combination of these methods. Where it is not
possible to use these methods, expert judgement may be used to establish such
conditions.  A reference network for each water body type should be developed using a
large enough reference data set to provide a sufficient level of confidence about the
parameter values for the reference conditions, given the variability in the values and the
modeling techniques.  Type-specific biological reference conditions based on modeling
may be derived using either predictive models or hindcasting methods.  The methods
should use historical, palaeological and other available data.
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The Annex goes on to state that Member States should collect and maintain
information on the type and magnitude of the significant anthropogenic pressures.  The
significant pressures include:


--Significant morphological alterations to water bodies.


--Other significant anthropogenic impacts on the status of surface waters.


--Land use patterns, including the main urban, industrial and agricultural areas
and, where relevant, fisheries and forests.


In Annex VIII, a set of “main pollutants” are listed, among which is “Materials in
suspension”, but no specific references are made to sediments.  The WFD is available at:
europa.eu.int/comm/environment/water/water-framework/index_en.html


POTENTIAL APPROACHES FOR IMPROVED SABS CRITERIA:


When developing improved SABS criteria, EPA anticipates that the biggest challenge
will be developing improved criteria to protect aquatic life.  Other designated uses of water
bodies where aquatic life uses overlap, most likely will be protected by the potentially more
protective aquatic life criteria (with the exception possibly of some drinking water uses such as
untreated water source).  However, EPA anticipates that other forms of criteria for protecting
uses other than aquatic life will still be necessary, where aquatic life uses do not exist or where
the other uses are affected differently by the SABS.  Therefore, the primary focus of this section
is on new and improved SABS criteria methods aimed primarily at aquatic life protection.


Regardless, EPA expects that establishing appropriate criteria for SABS will follow
much the same process used for establishing other water quality criteria.  EPA, however, does
not anticipate that issuance of a singular national recommended SABS criteria that would apply
to all water bodies will be possible.  Because water bodies vary from region to region with
respect to natural SABS regime, it is anticipated that States and Tribes will need adaptable
methodologies for deriving SABS on a water body-category basis or using a regional
classification scheme.     


Initially, EPA plans to produce a SABS criteria development strategy that outlines a
general process that States and Tribes may follow when developing and adopting SABS criteria. 
As a part of this overall strategy, EPA anticipates laying out major goals and expectations, with
key milestones and approximate time frames for each activity.  EPA plans to prepare a series of
technical and programmatic memoranda to assist the States and Tribes during each critical step.  


EPA anticipates it will ask States, territories and authorized Tribes to develop plans for
implementing new and improved SABS criteria in phases.  The first phase, will likely include the
development of individual State/Tribal/Territorial SABS adoption plans.  The second phase will
likely include the adoption of improved narrative standards for SABS, with implementation
procedures where States do not currently have effective narrative standards.  The third, and final
phase, will likely be to adopt regional or water body-category numeric criteria using one or more
EPA recommended procedures or methodologies, or scientifically defensible alternatives.  
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EPA also anticipates developing supporting technical information for the recommended
procedures or methods.  Potential methodologies that could be used by the States, Tribes and
territories are described in this section and are the specific subject of the consultation with the
EPA Science Advisory Board.  While there may be several ways to develop SABS criteria for
aquatic life protection, and each method has strengths and limitations, EPA’s current thinking is
the best approaches should be based on a correlation of SABS with effects on biota or aquatic
life uses.


In general terms, an initial step in the process of developing aquatic life criteria for SABS
is deciding which species, communities or designated aquatic life use to protect.  The simplest
approach is to protect everything, that is, to set the criteria at a level protective of the most
sensitive aquatic organisms.  This is roughly equivalent to making sure that SABS do not exceed
the natural background levels for a particular region or class of water bodies.  


Another approach is to protect most everything, as is done for the toxic chemical criteria,
which attempt to be protective of 95% of the genera tested (Stephan et al, 1985) as a surrogate
for the entire population or community.  An alternative approach is to choose the most sensitive,
or important of the biota and protect it.


Any approach, however, will be difficult because SABS are a natural component of the
environment, and vary considerably within and among various habitats and regions.  Biota in
various habitats has evolved to tolerate or even require various levels of SABS.


The following generic steps may be useful to consider when developing a method for
setting SABS criteria: 


1) Develop a conceptual model outlining the ecological processes effected by SABS for a
particular water body;


2) Choose the ecological processes, species or groups of species, and beneficial uses
deemed desirable for protection; and


3) Develop numerical targets for protecting the ecological processes, species or groups of
species, and beneficial uses deemed desirable for protection based on the correlations
between SABS and the biota.


At this time, EPA is examining eight potential approaches to developing water quality
criteria for SABS that need to be evaluated and then explained more thoroughly before any one
is recommended for use by the States, Tribes or territories.  These eight preliminary approaches
include; 1) the Toxicological Dose-Response Approach, 2) the Relative Bed Stability and
Sedimentation Approach, 3) the Conditional Probability Approach to Establishing Thresholds, 4) 
State-by-State Reference Condition Approach, 5) the Fluvial Geomorphic Approach, 6) the
Water Body Use Functional Approach, 7) successful new State approaches and, 8) combinations
of 1-7 or a synthesis of components of each.  The first 5 approaches focus on aquatic life.  These
approaches are described in more detail below.
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Potential Options:


1.  Toxicological Dose-Response Approach:


Since the early 1980's, EPA has developed water quality criteria for specific
pollutants to protect aquatic life under Section 304(a) of the Clean Water Act.  The
criteria provide recommendations to States and Tribes for adopting water quality
standards which are the basis for water quality-based National Pollutant Discharge
Elimination System (NPDES) permit limits for controlling point source discharges and
for establishing total maximum daily loads (TMDLs) for water bodies.  The majority of
EPA’s aquatic life criteria have been derived from two methodologies: the 1980
Guidelines for Deriving Water Quality Criteria for the Protection of Aquatic Life and Its
Uses, and the 1985 Guidelines for Deriving Numerical National Aquatic Life Criteria for
Protection of Aquatic Organisms and Their Uses.  A third revision is currently underway
at EPA to incorporate the science and technology advancements of the last 20 years.


When considering approaches for SABS criteria, it is useful to have an
understanding of how the Guidelines are ordinarily applied.  Under the Guidelines
approach, acute toxicity test data must be available for species from a minimum of eight
families with a minimum required taxonomic diversity.  The diversity of tested species is
intended to assure protection of various components of an aquatic ecosystem.  The final
acute value (FAV) is an estimate of the fifth percentile of a sensitivity distribution
represented by the average LC50/EC50s of the tested genera.  The Criterion Maximum
Concentration (CMC) is set to one-half of the FAV to correspond to a lower level of
effect than the LC50s/EC50s used to derive the FAV.  Chronic toxicity test data (longer
term survival, growth, or reproduction) must be available for at least three taxa to derive
a final chronic value (FCV).  A Criterion Continuous Concentration (CCC) can be
established from a FCV calculated similarly to an FAV, if chronic toxicity data are
available for eight genera with a minimum required taxonomic diversity; or most often
the chronic criterion is set by determining an appropriate acute–chronic ratio (the ratio of
acutely toxic concentrations to the chronically toxic concentrations) and applying that
ratio to the FAV.  When necessary, the acute and/or chronic criterion may be adjusted to
protect locally important or sensitive species not considered during development of the
criterion, or can be adjusted based on local water chemistry.  Once developed, the CMC
and CCC incorporate exposure duration and frequency factors, i.e; the CMC one-hour
average should not be exceeded more than once in three years on average, or the CCC
four-day average should not be exceeded more than once in three years.


SABS criteria based on toxicological and/or behavioral effects can be developed,
in theory, much like other EPA toxic chemical criteria.  However, EPA has concluded
that sound data are lacking for most species, and standardized consensus-based test
methods for determining sediment effects are generally unavailable.  Therefore, it is
unlikely that a list of genus mean acute and chronic values for sediment can be developed
in the short-term and such an effort would require substantial resources.  A second
difficulty is that sediment can consist of many things depending on the site.  Therefore,
much like other “conglomerate” substances such as oil and grease or dissolved solids, it
will be difficult to identify appropriate criteria for sediments without first determining the
specific type of sediment (organic vs. inorganic; silt vs. clay, fine vs. coarse, etc.).
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However, toxicological or behavioral-based criteria for SABS have the advantage
of specifying appropriate management levels depending on the types of aquatic life
present.  Furthermore, this approach is explicitly causative; controlled laboratory or field
analyses are used to determine threshold effect concentrations.  In addition, it could be
possible to specify the amount of reduction in suspended sediment or sedimentation
needed to maintain desired aquatic resources using this approach.  One modified way in
which sediment thresholds can be reasonably implemented is through sediment criteria
based on a few sensitive target indicator species for which some sediment effect levels
are known (e.g., trout, certain corals, certain EPT taxa, or bluegills).  Each indicator
would represent certain types of beneficial uses, aquatic systems or regions of the U.S. 
This is similar to a risk assessment approach.  If such thresholds could be developed,
however, there would still be uncertainties due to synergistic interaction of the many
other factors that influence sedimentation effects.


SABS have many impacts in aquatic ecosystems, and effects on the biota vary
considerably among habitats.  However, there are dose-response models for some species
in some habitats, and criteria have been developed for their protection (e.g., British
Columbia Guidelines in Caux et al., 1997, Chesapeake Bay Water Clarity Guidelines in
U.S.EPA, 2000b).  Using these approaches at a national level needs further investigation..


In summary, if the necessary data were available in the literature, the main
strength of pursing a toxicological approach is that it employs a standardized
methodology which has general acceptance by the scientific, regulatory and stakeholder
communities.  In addition, this approach would be more cost-effective and less
burdensome on the States, as nationally recommended criteria values could be readily
adopted without extensive data collection, analysis or water body-specific adjustments. 
This approach, however, would suffer from two additional key limitations.  First is the
absence of natural or background concentrations and organism acclimation being
factored into the methodology.  The second is the presumption applied to toxic chemicals
that there is an absolute value above which effects are likely to occur for certain sensitive
species, and below which they do not.  SABS do not necessarily act on organisms in the
environment in the same way as do toxicants.  Also how would duration and frequency
be defined for SABS, if at all?   In principle, these limitations could be addressed through
certain EPA-approved mechanisms to modify national criteria on a site-specific basis. 
The Recalculation Procedure (USEPA 1994), for example, could be used to refine the
national SABS criteria based on the types of species that could occur in the region or
waterbody classification, and their natural sensitivity to SABS.  However, use of such a
procedure assumes the availability of fairly large acute toxicity database (>20 genera, at a
minimum), which may not be feasible in the short-term.


2.  Relative Bed Stability and Sedimentation Approach:


Stream bed characteristics are often cited as major controls on the species
composition of macroinvertebrate, periphyton, and fish assemblages in streams (e.g.,
Hynes, 1972; Cummins, 1974; Platts et al., 1983).  Along with bedform (e.g., riffles and
pools), substrate size influences the hydraulic roughness and consequently the range of
water velocities in a stream channel.  It also influences the size range of interstices that
provide living space and cover for macroinvertebrates, salamanders, sculpins, and
darters.  Accumulations of fine substrate particles fill the interstices of coarser bed
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materials, reducing habitat space and its availability for benthic fish and
macroinvertebrates (Platts et al. 1983; Hawkins et al., 1983; Rinne 1988).  In addition,
these fine particles impede circulation of oxygenated water into hyporheic habitats. 
Substrate characteristics are often sensitive indicators of the effects of human activities
on streams (MacDonald et al., 1991).  Decreases in the mean substrate size and increases
in stream bed fine sediments can destabilize stream channels (Wilcock 1998) and may
indicate increases in the rates of upland erosion and sediment supply (Lisle, 1982
Dietrich et al., 1989).


Although many human activities directly or indirectly alter stream substrates,
streambed particle sizes also vary naturally in streams with different sizes, slopes, and
surficial geology (Leopold et al., 1964; Morisawa, 1968).  The size composition of a
streambed depends on the rates of supply of various sediment sizes to the stream and the
rate at which the flow takes them downstream (Mackin, 1948).  Sediment supply to
streams is influenced by topography, precipitation, and land cover, but the source of
sediments is the basin soil and geology, and supplies are greater where these materials
are inherently more erodible.  Once sediments reach a channel and become part of the
stream bed, their transport is largely a function of channel slope and discharge during
floods (in turn, discharge is largely dependent upon drainage area, precipitation, and
runoff rates).   For streams that have the same rate of sediment input from watershed
erosion, steeper streams tend to have coarser substrates than those with lower gradient,
and larger streams (because they tend to be deeper) have coarser substrates than small
ones flowing at the same slope.  However, this transport capability can be greatly altered
by the presence of such features as large woody debris and complexities in channel shape
(sinuosity, pools, width/depth ratio, etc.).  The combination of these factors determines
the depth and velocity of streamflow and the shear stress (erosive force) that it exerts on
the streambed.  By comparing the actual particle sizes observed in a stream with a
calculation of the sizes of particles that can be mobilized by that stream, the stream bed
stability can be evaluated.  Furthermore, it can be evaluated whether low values of bed
stability are due to accumulation of fine sediments (“excess fining”), and may examine
watershed data to infer whether the sediment supply to the stream may be augmented by
upslope erosion from anthropogenic and natural disturbances.


Quantifying Relative Bed Stability and Sedimentation


Relative Bed Stability (RBS) is calculated as the ratio of observed substrate diameter
divided by the calculated “critical” or mobile diameter (Dingman, 1984).  RBS is the
inverse of the substrate “fining” measure calculated by Buffington and Montgomery
(1999a, b), and is conceptually similar to the “Riffle Stability Index” of Kappesser (1995)
and the bed stability ratio discussed by Dietrich et al., (1989).


Bed Substrate Size:  When evaluating the stability of whole streambeds (vs. individual
bed particles), observed substrate is typically represented by the average diameter of
surface substrate particles (e.g., D50 or the geometric mean).  To characterize the actual
substrate particle size distribution in a stream channel, EMAP follows widely accepted
procedures.  The EMAP field protocols (Kaufmann and Robison, 1998) like those of
most practitioners (e.g., Platts et al., 1983; Bauer and Burton, 1993) employ a systematic
“pebble count," as described by Wolman (1954), to quantify the substrate size
distribution.
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Critical Substrate Size:  For calculating critical (mobile) substrate diameter in a natural
stream, it is necessary to estimate average streambed tractive force, or shear stress, for
some common reference flow conditions likely to mobilize the streambed.  Bankfull
discharge is typically chosen for this purpose, though it is more appropriate for gravel-
bed streams than for “live-bed” streams such as naturally sand-bedded streams that
transport bedload at lower flows.  The EMAP approach for estimating the critical
substrate particle diameter in a stream is based on sediment transport theory (e.g., Simons
and Senturk, 1977), which allows an estimate of the average streambed shear stress or
erosive tractive force on the bed during bankfull flow.  Stream channels can be very
complex, exhibiting a wide range in local bed shear stress due to small-scale spatial
variation in slope, depth, and roughness within a channel reach (Lyle et al., 2000).  When
developing this approach, EMAP researchers (Kaufmann et al., 1999; Kaufmann and
Larsen, in prep.) used physical habitat measurements collected in synoptic surveys
(Kaufmann and Robison, 1998) to estimate the channel characteristics affecting bed shear
stress at bankfull flows.  These field measurements include bankfull channel dimensions,
slope, channel complexity, and large woody debris.  Using the channel and substrate data
described in the two preceding paragraphs, EMAP researchers modified the Dingman
(1984) RBS calculation to accommodate losses in shear stress resulting from large woody
debris and channel complexity (Kaufmann et al., 1999).  The reductions in shear stress,
and therefore critical diameter, caused by these roughness elements allow fine particles to
be more stable in a stream of a given slope and depth.


RBS Range:   RBS values in EMAP sample streams range from 0.0001 to 1000.   A high
positive value of  RBS (e.g., 100-1000) indicates an extremely stable, immovable stream
substrate like that in an armored canal, a tailwater reach below a dam, or other situations
where the sediment supply is low, relative to the hydraulic competence of the stream to
transport bedload sediments downstream (Dietrich et al., 1989).  Very small RBS values
(e.g., .01-.0001) describe a channel composed of substrates that are frequently moved by
even small floods.


RBS Expectations in Unaltered Streams: It is hypothesized that, given a natural
disturbance regime, sediment supply in watersheds not altered by human disturbances
will be in approximate long-term dynamic equilibrium with transport.  For streams with
sediment transport limited by competence (critical shear stress), rather than total capacity
(stream power), the mean of RBS values in these relatively unaltered streams should
approximate 1.0 (range from 0.3 to 3), and may have slight surface coarsening due to low
hillslope erosion rates (Dietrich et al., 1989).  Alternatively, RBS for streams draining
watersheds relatively undisturbed by humans should tend towards values other than 1.0
that are characteristic of the region or specific classes of streams within a region,
depending upon their natural lithology, soils, topography, climate, and vegetation.  In
addition, RBS in streams with minimal human disturbance might be expected to differ
systematically across a geomorphic gradient from streams with transport dominated by
bedload to those dominated by suspended load – generally this occurs in a downstream
direction in the stream continuum.  RBS values considerably lower than 1.0 may be
expected in naturally fine-bedded alluvial streams where transport is limited by average
stream power, rather than bankfull shear stress.  Alternate hypotheses concerning the
expected values of RBS using synoptic data from EMAP surveys are being evaluated.  As
the EMAP approach for assessing excess streambed sedimentation in low-gradient, fine-
bedded streams and rivers, is refined, it may be necessary to modify the approach
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(currently based on the competence of bankfull floods to move given sizes of particles). 
For these waters, it may be useful to estimate bed stability in terms of the proportion of
the year that the bed is in motion.


Excess Sediment:  In watersheds where sediment supplies are augmented relative to a
stream’s bedload transport competence, it is expected there will be evidence of excess
fine sediments, or “textural fining” (Dietrich et al., 1989).  Very small RBS values (e.g.,
.01-.0001) describe a channel composed of substrates that are frequently moved by even
small floods, indicating excessive amounts of fine particles compared with expected
values in most relatively undisturbed watersheds.  Such evidence of textural fining of the
stream bed (RBS<<1) typically occurs when land use activities increase hillslope erosion 
(Lisle, 1982; Dietrich et al., 1989; Lisle and Hilton 1992).  It is further expected that, for
streams draining basins of equal erodibility, RBS values should decrease in proportion to
increases in sediment supply above that provided by the natural land disturbance regime. 
To the extent that human land use increases sediment supply by land erosion within
regions of relatively uniform erodibility, RBS of streams in surveys should be inversely
proportional to basin and riparian land use intensity and extent.  This association of lower
RBS with land use disturbances in several regions has been demonstrated (Kaufmann et
al, 1999, Kaufmann and Larsen, in prep.)  Finally, the more erodible the basin lithology
within a geoclimatic region, the steeper the decline in RBS with progressive disturbance
is expected.  As demonstrated for streams in the Pacific Coastal region by Kaufmann and
Larsen (in prep.), this means that any given amount of land use disturbance is expected to
augment sediment supplies to a greater degree in basins underlain by erodible rocks than
by more resistant rock. 


Evaluating Effects of Sediment on Biota


Once the degree of sedimentation is estimated for sample sites, associations between
biotic assemblages (algae, macroinvertebrates, fish, rooted aquatic plants), and/or key
aquatic species or guilds, and deviations of sediment from expected values will be
examined.  In most cases, the data sets will include sites affected by multiple stressors
besides sediment that could potentially act upon these aquatic biota.  In such cases, a
regional plot of sediment concentration versus some biotic assemblage characteristic
(e.g., %EPT macroinvertebrates), will appear as a wedge-shaped pattern of points, where
progressively higher fine sediment concentrations are sufficient to limit %EPT numbers,
but low concentrations do not guarantee abundant EPT because of other habitat or
chemical limitations.  These patterns are consistent with a hypothesis that sediment is
limiting biota.  After demonstration of a plausible causal mechanism (from detailed
experimental studies) and elimination of other plausible explanations for these
observations, these kinds of associational data in a weight-of-evidence approach to
support modeling of the effects of bedded sediments on aquatic biota will be used.


For suspended sediments in streams and rivers, the effort will focus initially on chronic
levels of suspended sediments in streams and rivers, rather than those resulting from
episodic events such as those accompanying storms.  Expected natural levels of chronic
suspended solids will be set on the basis of data from flowing waters in basins relatively
undisturbed by human land uses and (in rivers) historic water clarity data to the extent
possible.  Regional reference areas could serve this purpose.  Where no relatively
undisturbed waters exist, as for large rivers, historic data or reconstructions of fish and/or







36


macroinvertebrate assemblage composition will be used to infer (from published
tolerance information) pre-disturbance suspended sediment characteristics.  In an
approach similar to that for bedded sediments, associations between biotic and/or key
aquatic species or guilds and deviations of sediment from expected values in appropriate
regional settings will be examined.  As for bedded sediments, patterns will be sought that 
are consistent with biotic limitation by suspended sediment in a weight-of-evidence
approach to support modeling the effects of bedded sediments on aquatic biota,
supporting this information with controlled experimentation or literature reference to
establish the suspended sediment levels that cause substantial impacts on assemblages,
sensitive guilds, or key species.


3.  Conditional Probability Approach to Establishing Thresholds: 
  


A conditional probability approach using survey data is a third proposal for
developing SABS criteria.  This approach is consistent with the expression of numeric
water quality criteria as likelihood of impacts when exceeding a value of a pollution
metric.  The approach uses survey data (sites selected with a probabilistic design) and
determines the likelihood of impaired biology for varying levels of a stressor (in this
case, some form of sediment). The use of probability-based survey data permits an
unbiased extrapolation of results to the statistical population from which the probability
sample was drawn (e.g., the results would be applicable to all of the wadeable streams in
a state if the sample was drawn from a sampling frame of all wadable streams in the
state).


For application to numeric water quality criteria, a conditional probability
statement provides the likelihood (probability) of impacts, if the value of the pollution
metric is exceeded.  The conditional probability is the probability of an event when it is
known that some other event has occurred, and is denoted P( Y | X* ), where X* is the
other event that has occurred. For criterion development, X* is replaced with X > XC,
where XC is the specific threshold that is exceeded.  Therefore, the conditional
probability statement is P ( Y | X > XC).  This approach is similar to the apparent effects
threshold approach developed by Long and Morgan (1991) and MacDonald and Ingersoll
(2002) to derive sediment quality guidelines.


Data on benthic communities in Mid-Atlantic wadable streams were collected by
USEPA’s Environmental Monitoring and Assessment Program (EMAP) in 1993-94 and
are used to test and evaluate the approach. These data were part of a suite of  indicators
collected at sites selected with a probability-based design, and have been reported in the
Mid-Atlantic Highlands Assessment State-of-the-Streams report (EPA-903-R-00-015). 
A stream sedimentation threshold of impacts was determined for a channel sedimentation
index (CSI). The CSI expresses the deviation in the actual amount of substrate fines from
that which would be normally expected to occur.  EMAP stream benthic invertebrate
survey data were used to determine the likelihood of impaired benthic community (EPT
taxa < 9) as a function of the CSI.


This approach is implemented as a two-step process: first, subset the surveyed
stream segments into those that exceed a specific CSI value, and second, determine the
fraction of the subset with impaired biology.  Since the sites were selected with a
probabilistic design, the fraction of the stream segments that is impaired is the probability
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of observing impaired streams if a specific CSI value is exceeded.  This process is then
repeated for the entire range of observed CSI values.  The result is an empirical curve for
probability of impact for streams exceeding CSI values.  Different analytical procedures
are used to illustrate how thresholds of impact can be identified from this empirical
curve. 


To implement this approach, the following must be assumed or provided:


1. Some metric, X, that quantifies the pollution parameter for which criteria will be
developed. In the example, the CSI is used.


2. It is not necessary that X be the only stressor affecting the aquatic community, but it
must be a strong stressor, that is, aquatic community condition Y is clearly related to the
stressor X for higher values of X.  Thus, if the value of Xcis exceeded, it is likely an
impact of the biological resource will be present, over and above what occurs naturally
and from other stressors.


3. Some independent measure for determining biological impact must be available.  In
the example, EPT taxa < 9 defined biological impact.


4. Data from a probabilistic design must be available in order to establish the likelihood
for impact across an entire geographic area.  This is currently the only scientifically
defensible means of extrapolation from sites with data to all the sites across an entire
region.


Perhaps the biggest limitation of this approach is that it is correlative and not
causative.  If other factors (including unmeasured ones) are actually responsible for
biological impact and not SABS at a given site, the model inaccurately represents SABS
effects, and inappropriate SABS criteria may result.  This may be sufficient for screening
but is inappropriate for regulatory actions.


4.  State-by-State Reference Condition Criteria Derivation Approach:


The reference condition approach for developing sediment criteria is derived from
the regional reference approach for developing biocriteria (EPA 1996; 1998, 2000;
Barbour et al. 1999).  Analytical approaches 2 and 3 above (relative bed stability and
conditional probability), and 5 below (fluvial geomorphological approach) are also
compatible with examining and identifying reference conditions, and many of the same
measurements would be used in all three approaches.  In fact, the derivation of
expectations for relative bed stability (RBS) in unaltered streams (Approach 2 above) is a
specific reference condition predictive model.  Described below is a more generic
approach to deriving sediment criteria from reference site information.


There are well-established empirical and theoretical relationships describing the
effects of landscape topography, climate, and geology (including soil properties) on
channel morphology and sediment dynamics of streams (see Fig. 3 and examples in
Knighton 1984 and Gordon et al. 1992).  It seems reasonable, therefore, that empirical
modeling of sediment characteristics based on these known relationships would be an
appropriate method of developing criteria for SABS.  The most defensible expectations
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would be built using relationships derived from non- or minimally disturbed streams (the
desired condition).
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Figure 3 – Three major determinants of sediment characteristics in streams are catchment soil type,
topography, and climate.  The reference approach builds empirical models of sediment characteristics from
minimally disturbed sites using factors related to these major landscape determinants.


The reference approach to developing biocriteria uses minimally disturbed
reference streams to build predictive models of stream condition based on measurable
characteristics (e.g. topography, geographic region, site and basin physical
characteristics).  Similar models can be constructed and confirmed to predict reference
conditions with respect to sediment.  They can then be used to predict acceptable ranges
for specific streams based on the physical catchment characteristics of the stream.  From
this, a variety of criteria could be developed.  For example, a certain deviation from
prediction can be used (e.g. no more than 20 percent of predicted suspended solids) or
models for different stream classes can be averaged to come up with class-specific
criteria (e.g., the 75th percentile for Piedmont streams with a watershed size less than 50
km2).  In addition, gradients or increases above reference condition associated with
increasing levels of human disturbance can both be explored and related to human
disturbance levels much as suggested for biological condition responses.  In either case,
the reference condition represents one point along the gradient.  The approach also
applies to both suspended and bedded sediment characteristics and should be applicable
to other water body types other than streams and rivers, with some modification.


Although the models are empirical in that they require data analysis to develop
them, the hypothesized relationships between climate, topography, soils, etc. are firmly
based in theory and experiment from the body of hydrological knowledge.  These models
do not merely attempt to find the best statistical predictors, but the best measurable
predictors that fit well in hydrological knowledge.


Defining Reference


An important step in the reference approach is selecting those streams that will
make up the reference database (i.e., to build the model).  Reference, in this sense, does
not mean pristine; rather, it represents the desired stream state or what is “referred” to
when evaluating the condition of any stream.  Reference catchments are usually selected
using a set of a priori designated reference criteria.  In the case of model building for
predicting sediment, it is important to include criteria that screen for minimally disturbed
catchments.  Since sediment supply and hydrology respond to most landscape
modifications, the first reference criteria are derived from contemporary land use/land
cover data and catchments with predominantly natural vegetation cover.  A unique
consideration for selecting sediment reference sites is also historic land use.  The
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response time of stream channel equilibrium to landscape alteration is on the decades to
centuries time scale, if not longer (Trimble 1974, Schumm 1977, Brunsden and Thornes
1979, Trimble 1999).   Therefore, it is important to consider historic catchment land use
when evaluating potential reference catchments.  Those that have experienced historic
anthropogenic landscape disturbance may likely still be undergoing geomorphic
readjustment.  Unless this is an acceptable “reference”, these sites should be excluded
from the reference database.  


In addition to land use/land cover, instream modifications are also important.  The
presence of dams, channelization, dredging, and diversions will all affect instream
sediment dynamics.  Dams alter the sediment supply and hydrology of rivers, and
therefore, have dramatic impacts on sediment dynamics, often for long distances
downstream (Walker 1985, Reiser et al. 1989, Gregory and Madew 1982, Gordon et al.
1992).  Channelization, dredging, and other channel modifications alter stream channel
geometry.  Because channel geometry is related to stream power and, therefore, sediment
transport, readjustments such as knickpoint migrations occur following these channel
impacts.  These impacts often migrate downstream and upstream through a catchment
causing long-term channel instability and altered sediment dynamics (Miller 1991, Simon
and Hupp 1992).  Water diversions alter the hydrology of receiving streams and the
resulting reduction in flow can lead to channel destablization by sediment accretion. 
Therefore, it is important to identify present or historic instream modifications within the
catchment when developing a reference database.


A list of criteria would be prepared such that all conditions must be met for a site
to be designated as reference (Hughes 1995).  The following list is an example of
possible criteria for selecting reference sites for characterizing sediment benchmarks or
natural background. 


• Upwards of 95% of the watershed is in natural and undisturbed cover. 
• Historical land uses did not disturb more than 10% of the land in the last 50 years


or more than 25% of the land in the last 100 years.
• Activities in the portions of the watershed that are not in natural cover are not in


sediment generating land uses such as mining, logging or cultivation on steep
slopes, etc.


• Roads do not cross the stream more than once per mile.  Road maintenance does
not include excessive sanding.


• The stream channel is not altered by dams, channelization, dredging, or diversions
within 10 miles upstream of the sampling location.  The stream channel was not
altered in the last 50 years.  


 These criteria might be considered too lenient in regions with extensive
undisturbed land (e.g. Rocky Mountains) or too restrictive in regions with high
population densities and few remote areas (e.g. Northeastern Coastal Plain).  When
application of a set of criteria result in too many or too few many reference sites, the
criteria can be adjusted and re-applied until appropriate sample sizes are obtained.  Five
reference samples per discrete stream type is an absolute minimum reference data set. 
Thirty samples per stream type are desirable but often unobtainable (Elliott 1977).  When
reference stream types are not defined discretely a priori, then care must be taken to not
exclude important unique natural stream conditions.  Criteria may vary from one region
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to the next, or from one discrete stream class to the next (e.g. mountain streams or plains
streams).  By varying the criteria to allow for natural variation in sediment loads or
ubiquitous land use patterns, all possible reference conditions are represented and models
built upon the reference data will be applicable in all types of streams in the region.


Data Requirements


Since many state and federal biological monitoring programs (e.g., state
biocriteria programs, EMAP, NAWQA) have identified reference sites and now have
sizable reference databases, it may be possible to mine the existing reference data,
augmented with basin-level data as necessary to examine preliminary models.  It is
highly likely that EMAP and NAWQA have sufficient data, including extensive
sediment,  physical and hydrologic data, to develop good predictive models of reference
sediment conditions.  Many of the state programs, however do not collect hydrologic or
sediment data beyond RBP habitat assessment, and their reference sites may need to be
revisited to collect the relevant data.


Once reference sites are identified, empirical models of suspended and bed
sediment characteristics of those reference streams can be constructed.  The models are
built to predict the sediment characteristics of particular streams based on their soil,
topographic, and climatic setting – the assumption is that these primary factors control
the supply and transport of suspended and bed sediment.  Several important sources of
data are required to identify reference sites and build the models: land use, soil data,
climate and hydrology, catchment geomorphology, and sediment data.


Current and historic land use data are necessary for reference site selection to
estimate land use/land cover and the presence of any instream modifications.  Current
land use data are available for most of the contiguous US (e.g., LANDSAT), and the
technology is advancing rapidly so that more current data are being made available
rapidly.  However, historic land use data are often harder to access due to the only
relatively recent development of GIS technology (e.g., ArcView, ArcInfo, ArcGIS). 
Fortunately, historic land use information can often be reconstructed from tax data,
historic photographs, historic diaries, etc.  In addition, several techniques have been
developed by fluvial geomorphologists to identify and/or infer past land use disturbance
(e.g., dendrochronology, sediment profile dating, floodplain and terrace coring, etc., see
Knighton 1984).  These methods can be used to investigate past impacts within a
potential reference catchment. 


To build predictive models, data on soils, including factors such as soil type,
texture, erodibility, porosity will be necessary.  Fortunately, detailed soil maps are
available for much of the US and are maintained by the Natural Resources Conservation
Service (NRCS).  Climate data, including precipitation and hydrology are also necessary
for building these models.  Climate data are available for most of the U.S. through
NOAA and state climate offices, and are often accessible via the internet.  Hydrologic
data are maintained by several agencies, including the USGS and state geological
surveys, and are, likewise, often accessible via the internet.  However, hydrology is often
only available for gauged catchments and may have to be modeled for others.  A variety
of hydrologic models exist and can be used as necessary (Gordon et al. 1992). 
Catchment geomorphology is also necessary, including data on topography, catchment
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size, etc.  These data are readily extracted from surface topographic maps using a GIS. 
Ideally, the purpose of the models will be to predict reference sediment characteristics
measurable in single “snapshot” data collections during routine stream monitoring. 
Nevertheless, it will probably be necessary to begin with models and data sets that
include dynamics, including peak flows, stream power, sediment transport, etc.  Initial
modeling efforts should focus on accurately and reliably predicting the critical dynamic
measures from catchment characteristics.


Lastly, and most importantly, suspended and bed sediment data for specified
study reaches are necessary.   The same measures and derived quantities relevant to
approaches 2, 3, and 5 are also relevant here, e.g., relative bed stability (RBS), bed
substrate size, critical substrate size, RBS range, channel sedimentation index (CSI),
Rosgen class, etc.   Total suspended sediment (TSS) data are ideal.  Turbidity data using
nephelometric turbidity units (NTU) can be converted in some cases, depending on the
sediment composition, but the relationship between TSS and NTU is not always linear
and can be difficult to convert.  Bed transport data are less often collected due to the lack
of robust methods, but bed texture data are often available from pebble count or core
data.


Analytical Approaches


Once data have been assembled for a region, a number of analytical approaches
can be used to build models to predict sediment characteristics for a stream.  Empirical
models are those built from the existing data.  Continuous predictive empirical models
predict the sediment characteristics for a specific stream reach based on its particular
topography, soil type, and hydrology.  The derivation of RBS expectations in unaltered
streams described in (2) above is an example of a continuous predictive model for
reference conditions.  Much like the River Invertebrate Prediction and Classification
System (RIVPACS)-type models (Wright et al. 1984, Hawkins et al. 2000, Wright 2000)
build site-specific predictions of invertebrate communities based on reference site
invertebrate data for biological assessment and biocriteria development, continuous
predictive empirical sediment models would build a site-specific model for sediment
characteristics at a particular site based on data from similar reference sites in the region. 
This can be done using a combination of multivariate and multiple regression techniques. 
Discrete predictive empirical models could also be used.  Instead of building a site-
specific model, these models predict sediment characteristics for discrete classes of
streams.  Streams would be explicitly classified from the outset, and then statistical
models of sediment characteristics used to identify the expected sediment characteristics
for each stream class.  This has been the approach commonly used for building
multimetric-type biological assessment models (e.g., IBI).  The Fluvial geomorphological
approach (option 5 below) is an example of a discrete classification.


In the absence of robust data for reference sites across the range of streams in a
region, which is often the case, theoretical models are also an option.  Theoretical models
are built from theoretical principles and do not require field data.  Theoretical models
could be used to predict sediment characteristics for specific sites (continuous) or site
classes (discrete).  A combination of empirical and theoretical models could also be
developed that uses theoretical estimates of predictor variables that can then be used in
concert with empirical data to build predictive models.  Likely, combined models will be
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most often used, since large spatial and temporal data gaps will exist for certain regions
or for certain types of data.


Once the models are built and confirmed using validation datasets, criteria can be
developed based on statistical properties of the predicted sediment values.  For site
specific predictions, deviations of the predicted values from observed values for
reference sites can be used to construct an acceptable level of deviation based on natural
reference site variability.  For example, in RIVPACS models, the standard deviation of
observed/expected scores at reference sites is used as an indicator of methodological and
natural variability among reference sites.  Any ratio outside that deviation is considered
impaired.  In a similar way, the predicted sediment to actual sediment value ratio from
specific model building reference sites can be used as an indicator of acceptable
variability and a ratio outside that range (e.g., 20% greater than expected) would be
considered impaired.  The criteria in that case would be a standard deviation or percentile
above 1.0, where the expected value equals the observed value.


For discrete models, a percentile of the reference site values can be used as the
criterion.  In IBI models, the 25th percentile of IBI values for a specific class of streams is
often used as the criterion for defining impairment where an IBI score below that is
considered impaired.  Similarly, the 75th percentile of reference site sediment values for a
specific class of streams could be used as the impairment criterion.  A TSS value above
the 75th percentile for that class of streams would be considered impaired.


Values from either of these approaches can also be interpreted along disturbance
gradients.  Either predicted to actual sediment scores or the sediment values themselves
can be related to human disturbance gradients.  In either case, the reference condition
would be placed along the gradient and other values interpreted appropriately.


5.  Fluvial Geomorphic Approach:


Analytical methods that address within-channel and hillslope sediment sources
and transport processes as well as sediment loads may be applicable to sediment criteria
development and relevant to management actions that address impairments at the source. 
Fluvial geomorphology as a discipline offers theory, classification systems, and field
measurement tools indicative of river or stream stability and changes relative to current
and predicted sediment supply.  A geomorphic approach to criteria development would
likely have less measurement of effects on biota, but more emphasis on measuring
erosional and depositional processes and rates that may affect a variety of designated
uses.  


An ongoing, EPA-funded study conducted by David L. Rosgen is developing a
sediment assessment framework, called Watershed Assessment of River Stability and
Sediment Supply (WARSSS), that is based on geomorphic analysis of the current
sedimentary state of watersheds and stream systems.  Although this study is directed
more toward assessment to guide sediment management actions than to detect thresholds
of adverse impact, as criteria do, the WARSSS framework merits examination for
elements potentially useful to sediment criteria development.


The analysis separately considers hillslope and channel processes responsible for
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changes in erosion/sedimentation and related stream channel instability.  Two
hierarchical levels of assessment are included that provide: 1) an initial broad overview
“screening level” to identify and prioritize potentially high risk sub-watersheds/river
systems to be subjected to a more detailed prediction assessment for process-specific
mitigation; and 2) a process-based, quantitative prediction of potential sediment source
and magnitude, streamflow changes and river stability related to the nature, extent and
location of a variety of land uses.  WARSSS includes a bank erosion model for
quantifying the relative contribution of bank erosion versus hillslope and other sources of
sediment (Rosgen 2001).  A monitoring methodology related to the prediction methods
will provide for validation of the assessment methodology and track effectiveness of
recommended mitigation to reduce existing excess sediment loading and improve
channel stability.  As an assessment framework rather than a rigid methodology,
individual steps in a WARSSS assessment are amenable at the user’s discretion to
substitution of alternate models or measures that are better suited to the region or water
body type being assessed.


Numerous authors (Rosgen 1994 and 1996, Montgomery and Buffington 1993,
Meyers and Swanson 1992, Simon 1992) have observed the relationship between channel
type classifications and differences in stability among channel types.  This relationship
has ramifications for determining appropriate strategies for sediment management.  For
example, an individual who hasn’t considered channel type or stability could spend a
great amount of time and effort running bedload transport equations and doing factor of
safety analysis on streambanks, when the potential for instability and/or disproportionate
sediment supply problems may be minimal.  The channel type/stability relationship also
may have value in determining appropriate differences in criteria among stable and
unstable stream types.  Channel evolution theory, which generally contrasts the structural
properties of stable and unstable (or transitional) channels and identifies common sets of
steps that transitional channels pass through in evolving toward a more stable state,
further suggests that it may be possible to take into account the likely stable endpoint of
unstable channels when setting waterbody-specific sediment criteria.  


Moreover, a variation of the concept of reference condition discussed previously
is applied by geomorphologists and hydrologists to characterize “reference reaches” of
stable channel types.  The channel type classes in the Rosgen classification system
(Rosgen 1994) were developed and defined by recognizing consistent patterns in channel
measurements from numerous reference reaches.  Parameters commonly measured to
document channel dimension, pattern and profile include bankfull width/depth ratio,
channel slope, sinuosity, entrenchment ratio, and bedload particle size distribution.   For
a channel class that is typically stable, the physical traits of a reference reach would
likely complement the biological traits documented in the same channel type’s
bioassessment of reference condition.  Likewise, typically unstable classes’ reference
reach data may co-occur with and help explain sub-par bioassessments. The added value
of structural reference reach data is their closer relationship to sediment supply and
transport processes that play a part in determining stream disturbance by sediment.


Another element addressed in the WARSSS study that can be evaluated for
application to sediment criteria involves sediment rating curves (SRCs) that plot, for a
given channel, either suspended sediment or bedload against flow.  Although general
understanding of SRCs is limited, they may have some application potential related to
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criteria if reference relationships can be developed.  Suspended sediment concentration,
for example, is often found to be correlated with flow rate, and the literature does offer
some evidence that sediment rating coefficients and flow are predictably interrelated
within a given region (Hawkins 2002).  In an examination of SRCs for suspended
sediment and bedload of 160 Rocky Mountain rivers and streams, Troendle et al. (2001)
were not able to show differences in dimensionless sediment transport attributable to
stream type, but the analysis did reliably detect departure of generally unstable stream
types as a group from values expected of stable channels.  Ongoing work toward
developing and testing reference SRCs continues mainly in the Rocky Mountain states
with some investigations in other regions of the United States and Great Britain. 
Preliminary findings suggest that channel type plus stability may reveal a stronger
relationship than channel type alone.


In conclusion, evaluating applicability of geomorphic approaches to EPA’s
sediment criteria development process should consider:


• What geomorphic measures associated with channel stability and instability
would make suitable numeric criteria?


• Can water-column or bedload sediment measurements be paired with channel
type classification, by developing different instream numeric criteria for different
channel types?


• How can measures of hillslope, land use-related sediment loads best be integrated
with measures of channel-derived sediment loads?


• What would be the cost and effort implications for state monitoring programs of
using various geomorphic measurements to assess sediment impacts?


• Will other regions be able to develop and apply sediment rating curve
relationships that are being developed in some regions of the US?


• Would integrating biotic with geomorphic reference data reduce variability in
biotic measures within a given channel type and make biocriteria for sediment
assessment consistent?


• As geomorphic measures are more closely related to sediment sources and
sediment transport processes than are measures of water column effects or
biological effects, would they be more useful for guiding sediment control and
remediation activities implemented as a result of criteria non-attainment?


• Can this approach be used to develop classification schemes for use with other
approaches?


 6.  Water Body Use Functional Approach:


The waterbody functional approach is proposed for developing SABS criteria for
designated uses other than aquatic life.  This is not necessarily a new method or
approach, but is one that would examine the existing literature and focus criteria on non-
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aquatic life uses.  This approach would primarily apply to recreational (swimming,
boating, etc.), industrial, navigational, drinking water and agricultural uses, etc.  Under
this approach there would not be a need to determine toxic or harmful levels of SABS to
aquatic life.  Rather, benchmarks would be set based on data and information from the
literature and State experiences, that would be protective of the functional use.  For
example, if shipping and navigational uses were the primary use of a water body, criteria
would be established to prevent or minimize the depositional rates of sedimentation that
would prevent accelerated filling of shipping channels thereby preventing frequent
dredging to maintain those channels.


Likewise, for agricultural water usage, including irrigation and livestock
watering, etc., benchmarks could be set based on data that illustrates the level of
sediment that causes problems to pumps and piping or increases the need and expense for
filtering.  Similarly, benchmarks could be set to protect levels of clarity for swimming,
drinking water and other functional uses where the literature indicates potential
thresholds for protecting these non-aquatic life uses.  Dose-response relationships for
aquatic biota would not be a critical basis for these criteria.


Functional-based benchmarks for protecting uses other than aquatic life would
apply primarily to waterbodies where aquatic life uses do not exist (historically not
present, removed through a Use Attainability Analysis (UAA)), or where multiple
designated uses have been assigned to a water body (such as a extensive river system)
and SABS levels fluctuate substantially throughout the length of the system.


However, where multiple designated uses such as aquatic life and irrigation
overlap in a water body or on a specific segment or portion of the water body, SABS
criteria set to protect the aquatic life use most likely will be stringent enough to protect
all other uses and additional functional criteria may not be necessary.  This is a
presumption that needs further investigation to confirm its validity.


Examples where “functional benchmarks” that have already been suggested or
applied include NAS 1972, NAS/NAE 1993, NTAC 1968, ANZECC 2000, Parametrix
2003.  Both narrative and numeric examples include: 


Waters used for bathing and swimming should have sufficient clarity to allow for
the detection of subsurface hazards or submerged objects and for locating
swimmers in danger of drowning.  


Clarity should be such that a secchi disk is visible at minimum depth of four feet
given its conclusion that clarity in recreational waters is highly desirable form
the standpoint of visual appeal, recreational opportunity, enjoyment and safety.


The visual clarity guidelines are based on the objective that to protect visual
clarity of waters used for swimming, the horizontal sighting of a 200mm diameter
black disc should exceed 1.6 m.


Turbidity in water should be readily removable by coagulation, sedimentation
and filtration; it should not be present to an extent that will overload the water
treatment plant facilities, and should not cause unreasonable treatment costs.  In
addition, turbidity should not frequently change or vary in characteristics to the
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extent that such changes cause upsets in water treatment processes. 


No more than 15 NTUs over background will protect the visual aesthetic quality
of a clear water stream.  


7.  Use of successful new State/International approaches:


As summarized above, States under the pressure to develop and issue total
maximum daily loads (TMDLs) for SABS impaired water bodies, are moving forward on
their own to develop new and improved SABS criteria from which to implement these
regulatory actions.  In many cases, these efforts are being initiated under the pressure of
legal actions and court ordered deadlines.  EPA believes it is valuable to examine what
States have done in the past, are currently doing, and are planning to do in the future for
SABS criteria, to look for approaches and methods that may be useful, either directly, or
with adaptation, to the entire nation.  EPA also believes this same consideration should
be given to the SABS criteria efforts of other countries.  Where approaches and methods
of States and other countries appear promising, EPA intends to carefully review these
approaches and consider them for application nationwide.  At this time, the efforts of
Idaho, New Mexico and the province of British Columbia, Canada  appear to be
approaches that warrant further consideration. 


8.  Combinations, or a synthesis of portions, of the above approaches.


This option is suggested as a separate approach primarily for the purpose of
stimulating consideration of a combination of the approaches described above, or a
synthesis of components of the approaches.  It may be possible that the best approach to
developing SABS criteria would be the application of key concepts or components of all
or some of the approaches above.  


For example many possible synthesis approaches could be formulated from the following
outline:


I.  Select Indicators That Should be Measured:
--Suspended sediment: suspended sediment concentration, turbidity, clarity (use
rating curves in flowing waters).
--Bedded sediment: systematic particle size tally (“Wolman pebble count”),
embeddedness.
--Biota that indicate sediment problems: biological assemblage composition,
“indicator taxa,” anomalies, etc.


II.  Establish Expectations for Particular Water Bodies:
A.  Scale measurements by dominant local controlling factors:


1.  Rating curves (scaling by discharge: suspended sediment, turbidity,
clarity in streams and rivers).
2.  Scale by bankfull shear stress (bedded sediments in streams and rivers). 
(Relative Bed Stability and Sedimentation Approach)
3.  Scale by water depth and wave action (bedded sediment in lakes and
estuaries.
4.  Scale fish assemblage measures by stream or lake size.
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5.  Scale macrobenthos measures by stream or river shear stress.
B.  Stratify waterbodies by type and landscape setting:


1.  Waterbody type, size.
2.  Ecoregion.
3. Further geomorphic classification- for lakes and wetlands (Fluvial
Geomorphic Classification Approach), Rosgen classification for streams
and rivers, Montgomery-Buffington classification for streams and rivers.


C.  Identify minimally-disturbed reference sites: where measurements shall be
made.  (State-by-State Reference Condition Approach)


III.  Link Sediment Measures with Biotic Response:
A.  Use published literature: on tolerance and occurrence of biota.
B.  Associational analysis: conduct an analysis on survey data where biota and
sediment have been measured (Evaluating Effects of Sediment on Biota --
Relative Bed Stability and Excess Sedimentation Approach).
C.  Experimental dose-response relationships: Establish supplemental
relationships where needed.  (Toxicological Approach).
D.  Link relative risk: link sediment measures with biotic impacts that is
independently defined. (Toxicological Approach).


IV.  Define Impacts:
A.  Rule-based quantification of impacts:  TSS value above the 75th percentile of
reference site, or 20% greater than expected, or more than 3 standard deviations
above mean (State-by-State Reference Condition Approach) .
B.  Link relative risk: link biologically-defined impacts with sediment levels.
(Toxicological Approach).
C. Link impacts to uses other than aquatic life: (Water-Body Use Functional
Approach).  


CONCLUSIONS:


Developing and implementing improved water quality criteria for SABS will be a
significant challenge for EPA, the States, Tribes and territories.  The biggest challenge lies in
improving criteria that are protective of aquatic life.  The development of criteria for SABS may
be complicated because of the need to be site-specific.  Different water bodies have different
processes involving SABS, and different tolerance levels depending on the species and the
habitat.  The amount of suspended sediment tolerated in a mountain stream is obviously much
different from that tolerated in the Mississippi River.  Even within habitats there may be great
variation in the effect of SABS, thus EPA concludes there is a need for habitat classification in
order to develop criteria.


EPA has examined the current status of SABS criteria throughout the country, and in
specific locations across the globe, to identify existing or new approaches that may be useful. 
EPA has also proposed four new possible approaches to SABS criteria development (the
Relative Bed Stability and Sedimentation Approach, the Conditional Probability Approach to
Establishing Thresholds, the State-by-State Reference Condition Approach and the Fluvial
Geomorphic Approach).  


During preparation of this discussion paper, some common conclusions or concepts 
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emerged that could be relevant to any criteria development methodology.  A brief discussion of
these concepts is presented below and are raised for consideration by the Science Advisory
Board.


Common Elements?


Two basic forms of criteria- The States and Tribes need to protect all designated uses
from the detrimental effects of suspended and bedded sediments.  This includes aquatic life uses,
human health related uses, industrial, agricultural and others.  It appears however, that criteria to
accomplish this will need to focus in two main areas; 1) criteria to protect aquatic life uses, and
2) criteria to protect other uses.  The basic methods for deriving criteria in these two areas are
fundamentally different.


Aquatic Life Criteria - Most Stringent- It appears  that SABS criteria established for
aquatic life would be the most protective or stringent of criteria for any other potential
designated use (excluding some drinking water uses).  By setting aquatic life criteria for water
bodies with multiple uses in addition to aquatic life, most other uses (recreation, irrigation,
navigation, industrial, etc.) would most likely be protected.  Only where aquatic life uses do not
exist, or in other special circumstances, such as untreated drinking water source uses, would
other forms of criteria be needed.


Natural or Background Levels- Criteria methods for aquatic life should factor in
background concentrations or possibly even natural levels of turbidity, suspended solids and
embedded materials as these are valuable and natural components of aquatic ecosystems when in
proper concentration and levels for the ecosystem.  Although natural levels and background
levels could be considered the same, it may provide more flexibility to develop these as two
different concepts.


Lotic vs. Lentic (lacustrine)- Most likely, SABS criteria for aquatic life will need to be
developed or stratified by water body type especially flowing versus pooled.  Streams and small
rivers have very different SABS background levels or natural regimes than do lakes, large rivers,
estuaries, wetlands, coral reefs and other water bodies.


Modes of action- The effects of SABS on aquatic organisms are due primarily to impacts
that can be grouped into two categories; 1) the effects of light scattering, in the case of excessive
turbidity, and 2) the effects of particles, in the case of suspended solids, settleable solids and bed
deposits.


Lack of data- There is inadequate data in the literature from which to develop
toxicological-based thresholds for protecting all aquatic life from the effects of suspended and
bedded sediments.


Classification- When developing SABS criteria using a reference condition approach, a
conditional probability approach, or a habitat stability approach, the classification of water
bodies into their natural groupings is critical and will be difficult, data-intensive, and time
consuming. 


Programmatic needs of SABS criteria-  Once criteria are developed (whatever format
they take) there are a number of programmatic considerations for the successful use of the
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criteria.  They should relate to, and protect, designated uses.  They need to be readily measurable
and easily monitored by States and Tribes.  They need to be readily implemented by EPA, the
States and Tribes into their different water programs.  They need to be a number(s), or
quantifiable in some way, so they can be translated into TMDL targets, wasteload allocations
and permit limits.  They need to be able to indicate program effectiveness/success and they need
to apply to all water body types, including streams, rivers, lakes, reservoirs, estuaries, wetlands,
etc. 


EPA is seeking advice on the information and conclusions/concepts raised in this paper
and on the scientific viability of the proposed new approaches, a combination or synthesis of
these approaches, or other approaches from it’s Science Advisory Board as stated in the Charge
and Specific Questions listed below.


Overall Charge:


While many questions and much research remain, EPA seeks the opportunity for
a consultation with the Science Advisory Board to gain advice and recommendations on
the best potential approaches to developing water quality criteria for suspended and
bedded sediments as is described in this discussion paper.  The Office of Water is also
seeking recommendations on additional criteria development approaches for different
types of water body uses, other than aquatic life, and is also seeking advice on any other
scientifically defensible criteria derivation methodology not included in this paper.


More Specific Consultation Questions:


1. Is it a scientifically valid premise that SABS in natural amounts (or at background
levels) are beneficial to ecosystems and therefore water quality criteria should
attempt to simulate natural regimes or background levels?  If so, how should
natural levels or background be determined?


2. Can SABS criteria be stratified by water body type or by some other scheme?  If
by water body-type, by what level of classification?  Lotic and lacustrine?  
Rivers and streams, wetlands, lakes/reservoirs and estuaries/coastal areas? 
Others?  If some other classification scheme is necessary, what type and how
much resolution must it have?


3. What indicators or components should a water quality criterion for SABS include-
turbidity, suspended solids, and deposited solids?  Others?


4. Can biological assessments and biocriteria play a role in SABS criteria?  If so,
what role? 


5. Should EPA reconsider the inclusion of organic particulate material in its
definition of suspended and bedded sediments?


6. Which of the EPA proposed criteria methods do you believe have the greatest
potential?  Why?  Which ones should EPA not pursue further?


7. Can aspects of the different approaches described in the discussion paper be
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combined into a synthesis approach?


8. Do any of the recent efforts of the States or other countries offer possibilities for a
national criteria approach?


9. Does the Chesapeake Bay approach to light penetration (clarity) hold promise for
a national scheme?


10. If SABS criteria are established to protect aquatic life in water bodies, is it
reasonable to assume that these criteria will be stringent enough to also protect
other uses of the water body (recreation, industrial water intake, drinking water
source, etc.)?


With the feedback and recommendations from the EPA Science Advisory Board, the
Office of Water anticipates proceeding forward to develop a strategy to be issued by the end of
2004 suggesting the best approaches, processes and schedules for EPA, States, Tribes and
territories to pursue for developing and adopting improved SABS criteria.
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A-1Introduction


Flow data are not available for the listed section 303(d) segments; although, there is one active USGS 
gage in the watershed. Thus, a streamflow estimation technique is necessary to create flow duration 
curves at the assessment points for each impaired waterbody. Additionally, streamflow estimates are also 
needed as part of the data assessment process using a duration curve framework.


Three streamflow estimation techniques were analyzed for this report: drainage area weighting, linear 
regression, and ILSAM. The results showed that only the ILSAM method yielded acceptable results.
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A-2Drainage Area Weighting 


Drainage area weighting is a widely used technique in many cases where limited streamflow monitoring 
data are available. This method is most valid in situations where watersheds are of similar size, land use, 
soil types, and experience similar precipitation patterns. Discharge is estimated by drainage area 
weighting using the following equation: 


gaged
gaged


ungaged
ungaged QA


AQ ×=


where
Qungaged: Flow at the ungaged location
Qgaged: Flow at surrogate USGS gage station
Aungaged: Drainage area of the ungaged location
Agaged: Drainage area at surrogate USGS gage station


A-2.1.Data


The accuracy of this method was tested using the instantaneous discharge data collected by Ohio EPA at 
stations X02W06 and 300057 (Figure A-1) during the summer of 2006. The drainage areas of the two 
stations are 29.7 and 53.6 square miles (mi2), respectively (Table A-1).


Table A-1. Ohio EPA sample stations with instantaneous discharge data


Station ID Station name Stream name
River mile 


(miles)
Drainage area


(mile2)
Number of 


discharge samples


300057
@ CR-24B 
(Tri-County Hwy)


North Fork 
White Oak Creek


1.48 53.6 10


X02W06
@ Sterling Road at 
South Ford


Sterling Run 0.59 29.7 12
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Figure A-1. Station locations.


USGS operates a gage on White Oak Creek (03238500) near Georgetown (Figure A-1). The gage has a 
drainage area of 218 square miles and a period of record of October 1923 to November 1935 and October 
1939 to present. Mean daily discharges were downloaded from the National Water Information System 
(USGS 2008b). Hourly data at this gage were downloaded from Instantaneous Discharge Archive (USGS 
2008a).


Hourly data for 03238500 were not available on August 7, 2006, August 9, 2006, and September 8, 2006, 
because the gage was not operating properly (Koltun, hydrologist, USGS, email correspondance, June 
2008). Mean daily discharges for these dates are available and were used as surrogates for the 
instantaneous data to be paired with the Ohio EPA data.


A-2.2.Analysis


For rural, unregulated streams in Ohio, it is recommended that the drainage area ratio method be applied 
only if the drainage area of the ungaged site is between 50 and 150 percent of the gaged site (Koltun and 
Whitehead 2002; Koltun 2003). Both stations have a drainage area of less than 50 percent of USGS gage 
03238500 (White Oak Creek near Georgetown OH).


Final Report A-4







TMDLs for the White Oak Creek Watershed


The observed discharges at station 300057 ranged from 0.164 to 26.606 cubic feet per second (cfs) with 
an average of 5.714 cfs. The predicted discharges at station 300057, using the drainage area ratio method, 
ranged from 0.8 to 34.4 cfs with an average of 7.6 cfs. The percent error (observed minus expected, 
quantity divided by observed) ranged from -859 percent to 8 percent with an average error of -262 
percent. The largest percent errors are for low-flow predictions. The data are displayed in Table A-2.


Table A-2. Drainage area ratio method prediction for station 300057


Observed Estimated 


Station 
date


Station 
time


Station 
discharge 


(cfs)
Gage


date and time


Gage 
discharge 


(cfs)


Station 
discharge 


(cfs)
% 


Error


4/10/06 1:30 PM 26.606 4/10/06 13:00 140 34.42 29%


5/18/06 10:20 AM 8.69 5/18/06 10:00 46 11.31 30%


7/18/06 2:42 PM 1.3884 7/18/06 15:00 12 2.95 113%


7/27/06 10:20 AM 0.497 7/27/06 10:00 10 2.46 395%


8/3/06 9:45 AM 0.415 8/3/06 10:00 6.9 1.70 309%


8/7/06 1:05 PM 0.1639 8/7/06 0:00 3.4 0.84 410%


8/31/06 9:00 AM 0.282 8/31/06 9:00 11 2.70 859%


9/8/06 11:11 AM 0.1795 9/8/06 0:00 3.3 0.81 352%


9/20/06 2:45 PM 1.273 9/20/06 15:00 12 2.95 132%


12/14/06 1:30 PM 17.647 12/10/06 14:00 66 16.23 -8%


The observed discharges at station X02W06 ranged from 0.218 to 14.094 cfs with an average of 3.175 
cfs. The predicted discharges at station X02W06 ranged from 0.4 to 20.2 cfs with an average of 4.0 cfs. 
The percent error ranged from -227 percent to 26 percent with an average error of -64 percent. The largest 
percent errors are for low-flow predictions. The data are displayed in Table A-3 and Figure A-2.


Table A-3. Drainage area ratio method prediction for station X02W06


Observed Estimated


Station 
date


Station 
time


Station 
discharge 


(cfs)
Gage date and 


time


Gage 
discharge 


(cfs)


Station 
discharge 


(cfs) % Error


4/10/06 9:45 AM 14.094 4/10/06 10:00 148 20.16 43%


5/18/06 12:15 PM 8.453 5/18/06 12:00 46 6.27 -26%


7/18/06 1:38 PM 0.9665 7/18/06 14:00 12 1.63 69%


7/26/06 12:55 PM 0.556 7/26/06 13:00 11 1.50 170%


8/2/06 10:55 AM 0.38 8/2/06 11:00 4 0.54 43%


8/7/06 1:05 PM 0.4241 8/7/06 0:00 3.4 0.46 9%


8/9/06 1:05 PM 0.2552 8/9/06 0:00 3.2 0.44 71%


8/30/06 11:40 AM 0.459 8/30/06 12:00 11 1.50 226%


9/8/06 1:05 PM 0.2178 9/8/06 0:00 3.3 0.45 106%


9/20/06 10:50 AM 1.803 9/20/06 11:00 13 1.77 -2%


9/27/06 11:30 AM 2.904 9/27/06 12:00 30 4.09 41%


12/14/06 11:30 AM 7.577 12/10/06 12:00 66 8.99 19%
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Flow Estimation - Drainage Area Ratio
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Figure A-2. Predicted versus observed data at stations 300057 and X02W06.
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A-3Linear Regression 


Linear regression has been used to interpolate and extrapolate discharge data at ungaged and gaged sites. 
The discharge at an ungaged site with limited data can be estimated by performing a regression on the 
limited data and a gaged site. Regression can also be used to interpolate missing data from a gaged site by 
using that gaged site’s data or another gaged sites’ data.


Linear regression of data from ungaged sites and gaged sites is a more accurate method to predict 
discharge at ungaged sites. However, the regression will be least accurate during low and high flows 
(Koltun, hydrologist, USGS, email correspondance, June 2008). Numerous studies have found that 
predicting low flows is difficult because different factors affect low flows. For example, groundwater has 
a greater relative effect during low flows than at mid-range flows (Koltun, hydrologist, USGS, email 
correspondance, June 2008). Additionally, the distance between the ungaged sites and gaged sites affects 
the regression because of the lag effect. Data from the ungaged sites are compared to data at the gage 
collected at relatively the same time; in actuality, it takes time for flows from the tributaries to flow 
downstream and reach the gage.


If instantaneous discharge data were available at each water-quality sample station, linear regressions 
would be developed for each station. However, instantaneous discharge data are available at only two 
stations; therefore, the data were standardized by drainage area. This allows a comparison of data from 
different subwatersheds. In standardizing the data by drainage area, it was assumed that the 
subwatersheds are hydrologically similar. Additionally, data from both stations were combined and 
randomly divided to calibrate and test the regression.


A-3.1.Data Preprocessing


Ohio EPA provided the exact day and time of each instantaneous discharge, whereas USGS reports only 
instantaneous discharge at the beginning of each hour (i.e., 24 measurements per day). For each 
instantaneous discharge collected by Ohio EPA, the instantaneous discharge at the gage at the closest 
hour was chosen (i.e., Ohio EPA data at 2:42 p.m. was paired with USGS data at 3:00 p.m.). When the 
Ohio EPA data was reported at an even half hour, the USGS data chosen was at the larger hour (i.e., Ohio 
EPA data at 1:30 p.m. was paired with USGS data at 2:00 p.m.)


A-3.2.Developing a Linear Regression


A preliminary linear regression was performed using data from station X02W06 (Figure A-3); the 
regression yielded the following equation: 


Y = 0.1019x + 0.1949 (R2 = 0.9249)
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Flow Estimation - Gaged vs. Ungaged


y = 0.1019x + 0.1949
R2 = 0.9249
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Figure A-3. Linear regression of discharge data.


Two issues were identified with the preliminary linear regression. First, this regression was unique to 
station X02W06. Second, scaling issues were present, and the regression was least accurate in the low-
flow range.


A second linear regression was performed using discharge data standardized by drainage area (Figure
A-4). The standardization allowed the regression to be used to estimate discharge at other stations and 
will allow for the inclusion of additional future discharge data. The standardization was performed 
because the two stations are in hydrologically similar areas. Standardization is not permissible when two 
subwatersheds are not hydrologically similar.


Y = 0.7478x + 0.0066  (R2 = 0.9249)
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Flow Estimation - Gaged vs. Ungaged
Standardized by Drainage Area


y = 0.7478x + 0.0066
R2 = 0.9249
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Figure A-4. Linear regression of standardized discharge data.


The linear regressions were then used to estimate flows at the locations with discharge data. The percent 
error of the preliminary linear regression ranged from -30 to 733 percent with an average of 262 percent. 
The standardization by drainage area had little effect on the accuracy of the regression (~20 percent 
improvement to the mean percent error). This was likely because the second linear regression was 
performed on data from only one station and was tested with data from an additional station. 
Additionally, the low-flow and scaling issues were not resolved with the second linear regression.


For the final linear regression, data from both stations were combined into one data set. One-half of the 
data were used to calibrate the regression and one-half of the data were used to test the accuracy of the 
regression. To mitigate scaling effects and the issues involving low flows, the logs of the discharge data 
were calculated. The log data were standardized via drainage area and were plotted with the USGS data as 
the independent variable and the Ohio EPA data as the dependent variable. A linear regression was 
performed on the calibration data set (the data are displayed in Table A-4 and the regression is displayed 
in Figure A-5), yielding the following equation:


Y = 6.9445x – 0.0336  (R2 = 0.8946)
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Table A-4. Standardized log data for the final linear regression


Observed Log of Discharge Drainage Area Standardization


Date and time


Gage
discharge


(cfs)


Station
discharge


(cfs)
Station


ID


Station 
drainage area


(mi2)


Station
analysis


type


Gage
discharge
(log cfs)


Station
discharge
(log cfs)


Gage
discharge


((log cfs)/mi2)


Station
discharge


((log cfs)/mi2)


4/10/06 13:00 140 26.606 300057 53.6 Calibration 2.146 1.425 0.00984 0.02659


5/18/06 12:00 46 8.453 X02W06 29.7 Calibration 1.663 0.927 0.00763 0.03121


7/18/06 14:00 12 0.9665 X02W06 29.7 Calibration 1.079 -0.015 0.00495 -0.00050


7/27/06 10:00 10 0.497 300057 53.6 Calibration 1.000 -0.304 0.00459 -0.00566


8/2/06 11:00 4 0.38 X02W06 29.7 Calibration 0.602 -0.420 0.00276 -0.01415


8/7/06 0:00 3.4 0.4241 X02W06 29.7 Calibration 0.531 -0.373 0.00244 -0.01254


8/9/06 0:00 3.2 0.2552 X02W06 29.7 Calibration 0.505 -0.593 0.00232 -0.01997


8/31/06 9:00 11 0.282 300057 53.6 Calibration 1.041 -0.550 0.00478 -0.01026


9/8/06 0:00 3.3 0.1795 300057 53.6 Calibration 0.519 -0.746 0.00238 -0.01392


9/20/06 15:00 12 1.273 300057 53.6 Calibration 1.079 0.105 0.00495 0.00196


12/10/06 12:00 66 7.577 X02W06 29.7 Calibration 1.820 0.879 0.00835 0.02961
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Flow Estimation - Linear Regression
Log of Discharge / Drainage Area
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R2 = 0.8946


-0.030


-0.020


-0.010


0.000


0.010


0.020


0.030


0.040


0.000 0.002 0.004 0.006 0.008 0.010 0.012


Gage Data [(log cfs)/mi2]


S
ta


ti
o


n
 D


at
a 


[l
o


g
 c


fs
)/


m
i2 ]


Figure A-5. Linear regression of standardized instantaneous discharge data.


This equation can be used to predict the log of instantaneous discharge per drainage area ((log cfs)/mi2) at 
any water-quality sample station in the watershed by using the data at the USGS gage on White Oak 
Creek.


A-3.3.Testing the Final Linear Regression


The test data set was used to test the accuracy of the linear regression. The previously discussed equation 
was used to estimate the instantaneous discharges per drainage area for the 11 samples collected by Ohio 
EPA. The predicted and observed data were plotted and are displayed in Table A-5.
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Table A-5. Estimating instantaneous discharge with the linear regression


Observed Estimated Testing


Date and time
Gage
(cfs)


Station
(cfs)


Station
ID


Station
drainage


area
(mi2)


Station
analysis


type


Gage
discharge
(log cfs)


Gage 
discharge


((log 
cfs)/mi2)


Station 
discharge


((log 
cfs)/mi2)


Station 
discharge
(log cfs)


Station 
discharge


(cfs) % Error


4/10/06 10:00 148 14.094 X02W06 29.7 Test 2.170 0.010 0.036 1.055 11.360 -19.397


5/18/06 10:00 46 8.69 300057 53.6 Test 1.663 0.008 0.019 1.038 10.918 25.633


7/18/06 15:00 12 1.3884 300057 53.6 Test 1.079 0.005 0.001 0.042 1.101 -20.717


7/26/06 13:00 11 0.556 X02W06 29.7 Test 1.041 0.005 0.000 -0.013 0.971 74.693


8/3/06 10:00 6.9 0.415 300057 53.6 Test 0.839 0.004 -0.007 -0.369 0.428 3.107


8/7/06 0:00 3.4 0.1639 300057 53.6 Test 0.531 0.002 -0.017 -0.893 0.128 -22.028


8/30/06 12:00 11 0.459 X02W06 29.7 Test 1.041 0.005 0.000 -0.013 0.971 111.611


9/8/06 0:00 3.3 0.2178 X02W06 29.7 Test 0.519 0.002 -0.017 -0.507 0.311 42.755


9/20/06 11:00 13 1.803 X02W06 29.7 Test 1.114 0.005 0.002 0.056 1.138 -36.905


9/27/06 12:00 30 2.904 X02W06 29.7 Test 1.477 0.007 0.013 0.400 2.510 -13.583


12/10/06 14:00 66 17.647 300057 53.6 Test 1.820 0.008 0.024 1.306 20.222 14.593
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Flow Estimation - Linear Regression
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Figure A-6. Accuracy testing of the linear regression.


The percent error (observed minus predicted, divided by observed) ranged from -36.9 percent to 112 
percent with an average of 14.5 percent. The average and maximum of the predicted discharges (4.6 and 
20.2 cfs, respectively) overestimated the average and maximum of the observed discharges (4.4 and 17.6 
cfs, respectively). The minimum of the predicted discharges (0.13 cfs) underestimated the minimum of 
the observed discharges (0.16 cfs). The linear regression method was least accurate during the summer 
months (Figure A-7).
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Figure A-7. Linear regression estimation error.
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A-4ILSAM


The Illinois State Water Survey developed the Illinois Streamflow Assessment Model (ILSAM) for 10 
watersheds in Illinois. The Illinois Water Survey (ILSAM 2008) describes ILSAM as follows:


ILSAM produces statistical estimates of flow quantity in Illinois streams. The ILSAM flow estimates 
are representative of long-term climatic conditions, with base periods covering the past 50 years or 
more, but also account for recent man-made modifications to the flow amount such as have been 
caused by reservoirs, water-supply withdrawals, and discharges from wastewater treatment plants. 
Flow estimates may be obtained for thousands of stream locations within each major watershed. 


Equations were developed for numerous percentile flows, low flows at certain recurrence intervals, and 
for various periods. The equations of interest for this project are the percentile flows, which can be used 
to develop a flow duration curve. Equations were developed for the following percentiles: 1, 2, 5, 10, 25, 
40, 50, 60, 75, 85, 90, 95, 98, and 99. Although developed for rivers in Illinois, ILSAM was considered a 
potentially appropriate tool for estimating flow in the White Oak Creek watershed. The sections below 
describe the results.


A-4.1.Little Wabash River


The Little Wabash River watershed is one of the 10 ILSAM watersheds and is hydrologically similar to 
the White Oak Creek watershed. A full discussion of the Little Wabash River subwatershed is presented 
in Knapp and Myers (2001). Both watersheds are relatively flat in the headwaters regions and have broad 
valleys and mature drainage in the downstream regions. The annual precipitation ranges from 39 to 45 
inches in the Little Wabash River watershed and from 41 to 43 inches in the White Oak Creek watershed. 
In southern Ohio, the average unit streamflow is 1.0 cfs/mi2, which is slightly larger than that of the Little 
Wabash River watershed, 0.9 cfs/mi2.


A-4.2.Equation Parameters for White Oak Creek


ILSAM estimates flow duration intervals on the basis of the following general equation:


Qx = min{Qmean [a + b × DA + c × K] – 0.05, 0}


where Qx is the flow at the particular flow duration interval at the ungaged site (in cfs), Qmean is the mean 
annual flow at the ungaged site (in cfs), DA is the drainage area (mi2), K is the subsoil permeability 
(inches per hour), and the coefficients a, b, and c are regression coefficients unique to each flow duration 
interval. Qmean can be calculated from the following equation:


Qmean = 0.0738 × DA × (P – ET)


where P is the precipitation (inches) and ET is evapotranspiration (inches). (P – ET) is referred to as the 
net precipitation factor.


The drainage area (DA) for most stations was provided by Ohio EPA. USGS StreamStats (USGS 2008c) 
was used to calculate the drainage area for the remaining sites. The net precipitation factor was calculated 
at the USGS gage and applied to the equations for all stations in the watershed. The value used was 16.6 
inches.
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The subsoil permeability (K) was calculated using geographic information system (GIS) and SSURGO 
data. SSURGO reports three Ksat (hydraulic conductivity at saturation) data sets: minimum, 
representative, and maximum. The average Ksat for the greatest depth of each soil group was queried 
from the SSURGO database for each of the three data sets and saved in DBF format. The data were 
converted from micrometers per second to inches per hour before they were added to the GIS and joined 
to the soil polygons, also provided by SSURGO (Figure A-8). The area of each soil polygon was 
calculated in the Attribute Table by inserting a new field and using the Calculate Geometry tool using the 
UTM NAD 1983 Zone 11 projection. The Summarize tool was used to generate another DBF that 
displayed the area and Ksat for each soil polygon. The area-weighted average was calculated in Excel 
using only the soil polygons with a reported Ksat. The representative Ksat data set yielded an area-
weighted average of 0.51 inch per hour. The resultant flow-duration curves do not align with the field 
measurements (discussed in Section 4.3) and the data set has limited accuracy. For example, the percent 
error from the ILSAM estimations for the dry-conditions zone for the USGS gage data ranges from -34 
percent to -60 percent. The SSURGO GIS analysis was re-performed using the maximum Ksat data set 
(Figure A-11), and the resultant area-weighted average is 0.98 inch per hour. Section 4.3 discusses the 
accuracy of the ILSAM equations using a K of 0.98 inch per hour.
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Figure A-8. SSURGO representative hydraulic conductivity at saturation at maximum depth.
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Figure A-9. SSURGO maximum hydraulic conductivity at saturation at maximum depth.
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A-4.3.Analysis


The ILSAM method was tested using the instantaneous discharge data from the USGS gage, stations 
300057 and X02W06 (see Section 2.1), and with field measurements collected during the summer of 
2008 from stations X02K15, X02K17, and X02W05.


The most complete streamflow data set in the White Oak Creek watershed is for the USGS gage. ILSAM 
was used to estimate streamflow using the gage’s drainage area of 218 square miles and the soil 
permeability and net precipitation values discussed in Section 4.2. The data from the gage and ILSAM 
were plotted together in a flow duration curve (Figure A-10). ILSAM was most accurate with estimating 
streamflow in the categories of high flows and moist conditions; it was least accurate estimating 
streamflow in the low flows and dry conditions categories (Table A-6). The average percent error—
excluding the 98th and 99th percentiles in which the USGS flows drop to zero—was 4 percent.


Figure A-10. ILSAM at USGS gage 03238500.
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Table A-6. ILSAM estimation accuracy at gage 03238500


ILSAM 
percentile


ILSAM 
estimation


USGS 
gage % Error


1 3,724 4,274.8 -13%
2 2,429 2,809.6 -14%
5 1,179 1,290.0 -8.6%


10 565.6 543.8 4.0%
15 331.3 304.0 9.0%
25 164.4 146.0 13%
40 82.70 70.0 18%
50 50.00 44.0 14%
60 28.62 26.0 10%
75 7.584 11.0 -31%
85 3.099 4.6 -32%
90 2.184 2.5 -13%
95 1.178 0.6 96%
98 0.436 0.0
99 0.265 0.0


Station 300057 is the only sample station with instantaneous discharge data that is not in the Sterling Run 
subwatershed. Figure A-11 displays the ILSAM-estimated flow duration curve with field-collected 
instantaneous discharge data, and Table A-7 shows the ILSAM prediction errors at station 300057. Note 
that the field-collected data is instantaneous discharge, whereas the ILSAM predictions are mean daily 
discharges. The instantaneous discharge might not be representative of mean daily flows because of the 
variation of flow over the course of a day.


Table A-7. ILSAM estimation accuracy at station 300057


ILSAM-interpolated 
percentile


ILSAM-interpolated 
estimation 


(cfs)
Field measurement 


(cfs) % error
26.0 34.209 26.606 -29
49.4 11.97 8.69 -38
74.1 1.8128 1.3884 -31
76.2 1.398 0.497 -181
80.8 0.955 0.415 -130
80.6 0.3455 0.1639 -111
75.4 1.475 0.282 -423
88.0 0.4410 0.1795 -146
74.1 1.813 1.273 -42
41.7 17.775 17.647 -1
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Figure A-11. ILSAM flow-duration curve for station 300057.


ILSAM estimates flows in virgin, or naturally flowing, streams. Table A-8 displays the ILSAM-estimate 
flow duration curve and the field-collected instantaneous discharge data. The ILSAM estimation for 
Sterling Run (Figure A-12) appears to be accurate even though this stream is affected by two significant 
factors: a public water supply (PWS) and Grant Lake.


Table A-8. ILSAM estimation accuracy at station X02W06


ILSAM-interpolated 
percentile


ILSAM-interpolated 
estimation 


(cfs)
Field measurement 


(cfs) % error
25.0 19.122 14.094 -36%
49.4 6.546 8.453 23%
74.1 0.9561 0.9665 1%
75.4 0.771 0.556 -39%
86.5 0.24 0.38 37%
90.6 0.1591 0.4241 63%
91.3 0.1451 0.2552 43%
75.4 0.771 0.459 -68%
88.0 0.2101 0.2178 4%
73.0 1.157 1.803 36%
57.6 4.198 2.904 -45%
41.7 9.734 7.577 -29%
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Figure A-12. ILSAM flow-duration curve for station X02W06.


The PWS is the Mount Orab water treatment plant (WTP) and its intake is at rivermile 6.47. The pump at 
the intake operates at approximately 1,000 gallons per minute (gpm) with a maximum design capacity of 
1,100 gpm. The pump is manually activated; however, it deactivates automatically when the depth above 
the intake pipe in Sterling Run becomes too shallow. Neither this depth nor the streamflow at this depth is 
known. WTP personnel log the days that they activate the pump, but they do not log how long the pump 
is active. Under certain conditions, the pump might run 24 hours per day; in other conditions, it might run 
for part of the day or not at all (Van Harlingen, Mount Orab WTP, telephone conversation and email 
correspondance, August 2008). Furthermore, the pump is deactivated when in-stream atrazine levels 
exceed 0.3 ppm. WTP personnel collect weekly water-quality samples at the intake pipe and submit them 
to Sygenta, who then has the samples analyzed. The WTP personnel do not record the days that the pump 
is not active because of atrazine. Additionally, a low-head dam is approximately one-eighth of a mile 
downstream of the PWS intake (Van Harlingen, Mount Orab WTP, telephone conversation and email 
correspondance, August 2008).


Grant Lake is in the Grant Lake Wildlife area, and both are owned by the Ohio Department of Natural 
Resources Division of Wildlife. The dam on Grant Lake was constructed in 1948, and the pipe drain was 
HDPE slip-lined in 2004. It is an earthen-filled dam that is 600 feet long, 32 feet high, and 40 feet wide at 
the crest. Water drains from the lake via a 130-foot-wide concrete weir. The dam is inspected by the 
Division of Water, with the last inspection in June 2008. There are no reported dam breaches or failures.


Final Report A-22







TMDLs for the White Oak Creek Watershed


The ILSAM flow duration curve for Sterling Run at the PWS intake and at other locations (Figure A-13, 
Figure A-14, and Figure A-15) appear to be accurate; thus, no modification of the ILSAM equations are 
necessary. At each of these three stations, one of the field-collected samples corresponded to a percentile 
of less than one in the high-flows zone. ILSAM can be extrapolated (for a discussion of extrapolation in 
the low flow zone, see Appendix C); however, a technique was not developed to extrapolate for these 
three samples. The percent errors for the ILSAM estimations for the other three samples at stations 
X02W05, X02K17, and X02K15 are -53 percent, -59 percent, and -30 percent, respectively.


Figure A-13. ILSAM flow duration curve for station X02W05.
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Figure A-14. ILSAM flow duration curve for station X02K17.
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Figure A-15. ILSAM flow duration curve for station X02K15.
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A-5Summary


The most accurate streamflow estimation technique for the White Oak Creed watershed is the ILSAM 
method. For this watershed, the drainage area ratio method yields instantaneous discharge estimations that 
are inaccurate. This is likely due to a number of factors, including the fact that the drainage areas of the 
ungaged sites are much smaller than the drainage area of the gaged site. The linear regression method was 
slightly more accurate but was also limited by the lack of data at additional sites. The linear regression 
performed in this project was least accurate during low flows that occurred during the summer (see Figure
A-7); however, most of the Ohio EPA data was collected during the summer. Thus, the ILSAM method, 
with an average error of 4 percent at the gage, will be used to estimate streamflow for this project.
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THE ANALYTIC HIERARCHY PROCESS (AHP) 
 


INTRODUCTION 
 
The Analytic Hierarchy Process (AHP) is due to Saaty (1980) and is often referred to, 
eponymously, as the Saaty method. It is popular and widely used, especially in military 
analysis, though it is not, by any stretch of the imagination, restricted to military 
problems. In fact, in his book, (which is not for the mathematically faint of heart!) Saaty 
describes case applications ranging from the choice of a school for his son, through to 
the planning of transportation systems for the Sudan. There is much more to the AHP 
than we have space for but we will cover the most easily used aspects of it. 
 
The AHP deals with problems of the following type. 
 
A firm wishes to buy one new piece of equipment of a certain type and has four aspects 
in mind which will govern its purchasing choice: expense, E; operability, O; reliability, 
R; and adaptability for other uses, or flexibility, F. Competing manufacturers of that 
equipment have offered three options, X, Y and Z. The firm’s engineers have looked at 
these options and decided that X is cheap and easy to operate but is not very reliable and 
could not easily be adapted to other uses. Y is somewhat more expensive, is reasonably 
easy to operate, is very reliable but not very adaptable. Finally, Z is very expensive, not 
easy to operate, is a little less reliable than Y but is claimed by the manufacturer to have 
a wide range of alternative uses. (This is obviously a hypothetical example and, to 
understand Saaty properly, you should think of another case from your own 
experience.) 
 
Each of X, Y and Z will satisfy the firm’s requirements to differing extents so which, 
overall, best meets this firm’s needs? 
 
This is clearly an important and common class of problem and the AHP has numerous 
applications but also some limitations which will be discussed at the end of this section. 
 
Before giving some worked examples of the AHP, we need first to explain the 
underlying ideas. You do not need to understand matrix algebra to follow the line of 
argument but you will need that mathematical ability actually to apply the AHP. Take 
heart, this is the only part of the book which uses any mathematics. 
 


THE BASIC PRINCIPLES OF THE AHP 
 
The mathematics of the AHP and the calculation techniques are briefly explained in 
Annex A but its essence is to construct a matrix expressing the relative values of a set of 
attributes. For example, what is the relative importance to the management of this firm 
of the cost of equipment as opposed to its ease of operation? They are asked to choose 
whether cost is very much more important, rather more important, as important, and so 
on down to very much less important, than operability. Each of these judgements is 
assigned a number on a scale. One common scale (adapted from Saaty) is: 
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Intensity 
of  


importance 


Definition Explanation 


1 Equal importance Two factors contribute equally to the objective 
3 Somewhat more 


important 
Experience and judgement slightly favour one over 
the other. 


5 Much more 
important 


Experience and judgement strongly favour one over 
the other. 


7 Very much more 
important 


Experience and judgement very strongly favour one 
over the other. Its importance is demonstrated in 
practice. 


9 Absolutely more 
important. 


The evidence favouring one over the other is of the 
highest possible validity. 


2,4,6,8 Intermediate 
values 


When compromise is needed 


 
Table 1 The Saaty Rating Scale 


 
A basic, but very reasonable, assumption is that if attribute A is absolutely more 
important than attribute B and is rated at 9, then B must be absolutely less important 
than A and is valued at 1/9.  
 
These pairwise comparisons are carried out for all factors to be considered, usually not 
more than 7, and the matrix is completed. The matrix is of a very particular form which 
neatly supports the calculations which then ensue (Saaty was a very  distinguished 
mathematician).  
 
The next step is the calculation of a list of the relative weights, importance, or value, of 
the factors, such as cost and operability, which are relevant to the problem in question 
(technically, this list is called an eigenvector). If, perhaps, cost is very much more 
important than operability, then, on a simple interpretation, the cheap equipment is 
called for though, as we shall see, matters are not so straightforward. The final stage is 
to calculate a Consistency Ratio (CR) to measure how consistent the judgements have 
been relative to large samples of purely random judgements. If the CR is much in 
excess of 0.1 the judgements are untrustworthy because they are too close for comfort to 
randomness and the exercise is valueless or must be repeated. It is easy to make a 
minimum number of judgements after which the rest can be calculated to enforce a 
perhaps unrealistically perfect consistency. 
 
The AHP is sometimes sadly misused and the analysis stops with the calculation of the 
eigenvector from the pairwise comparisons of relative importance (sometimes without 
even computing the CR!) but the AHP’s true subtlety lies in the fact that it is, as its 
name says, a Hierarchy process. The first eigenvector has given the relative importance 
attached to requirements, such as cost and reliability, but different machines contribute 
to differing extents to the satisfaction of those requirements. Thus, subsequent matrices 
can be developed to show how X, Y and Z respectively satisfy the needs of the firm. 
(The matrices from this lower level in the hierarchy will each have their own 
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eigenvectors and CRs.) The final step is to use standard matrix calculations to produce 
an overall vector giving the answer we seek, namely the relative merits of X, Y and Z 
vis-à-vis the firm’s requirements. 
 


A WORKED EXAMPLE 
 
We know from the Introduction to this section that the firm has four factors in mind: 
expense, operability, reliability and flexibility; E, O, R and F respectively. The factors 
chosen should be independent, as required by Saaty’s mathematics. At first sight, E and 
R are not independent but, in fact, what is really shown is that the firm would prefer not 
to spend too much money but is willing to do so if the results justify it. 
 
We first provide an initial matrix for the firm’s pairwise comparisons in which the 
principal diagonal contains entries of 1, as each factor is as important as itself. 
 


  E   O   R   F  
  E  1    
  O   1   
  R    1  
  F     1 


 
There is no standard way to make the pairwise comparison but let us suppose that the 
firm decides that O, operability, is slightly more important than cost. In the next matrix 
that is rated as 3 in the cell O,E and 1/3 in E,O. They also decide that cost is far more 
important than reliability, giving 5 in E,R and 1/5 in R,E, as shown below.  
 


   E   O   R   F  
  E  1 1/3 5  
  O  3 1   
  R  1/5  1  
  F     1 


 
The firm similarly judges that operability, O, is much more important than flexibility, F 
(rating = 5), and the same judgement is made as to the relative importance of F vis-à-vis 
R. This forms the completed matrix, which we will term the Overall Preference Matrix 
(OPM), is: 


   E   O   R    F  
  E  1 1/3 5 1 
  O  3 1 5 1 
  R  1/5 1/5 1 1/5
  F  1 1 5 1 


 
The eigenvector (a column vector but written as a row to save space), which we will call 
the Relative Value Vector (RVV), is calculated by standard methods (see Annex A) as 
(0.232, 0.402, 0.061, 0.305). These four numbers correspond, in turn, to the relative 
values of E, O, R and F. The 0.402 means that the firm values operability most of all; 
0.305 shows that they like the idea of flexibility; the remaining two numbers show that 
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they not desperately worried about cost and are not interested in reliability. The CR is 
0.055, well below the critical limit of 0.1, so they are consistent in their choices. It may 
seem odd not to be interested in reliability but the RVV captures all the implicit factors 
in the decision context. Perhaps, in this case, the machine will only be used occasionally 
so there will be plenty of time for repairs if they are needed. 


 
We now turn to the three potential machines, X, Y and Z. We now need four sets of 
pairwise comparisons but this time in terms of how well X, Y and Z perform in terms of 
the four criteria, E, O, R and F.  
 
The first table is with respect to E, expense, and ranks the three machines as : 
 


  X   Y   Z  
 X  1 5 9 
 Y  1/5 1 3 
 Z  1/9 1/3 1 


 
This means that X is considerably better than Y in terms of cost and even more so for Z. 
Actual cost figures could be used but that would distort this matrix relative to others in 
which qualitative factors are assessed. The eigenvector for this matrix is (0.751, 0.178, 
0.071), very much as expected, and the CR is 0.072, so the judgements are acceptably 
consistent. 
 
The next three matrices are respectively judgments of the relative merits of X, Y and Z 
with respect to operability, reliability and flexibility (just to remind you, X is cheap and 
easy to operate but is not very reliable and could not easily be adapted to other uses. Y 
is somewhat more expensive, is reasonably easy to operate, is very reliable but not very 
adaptable. Finally, Z is very expensive, not easy to operate, is a little less reliable than Y 
but is claimed to have a wide range of alternative uses): 
 
Operability: 


     X   Y   Z  
 X  1 1 5 
 Y  1 1 3 
 Z  1/5 1/3 1 


 
Eigenvector (0.480, 0.406, 0.114), CR=0.026 


 
Reliability: 
 


  X   Y    Z  
 X  1 1/3 1/9
 Y  3 1 1/3
 Z  9 3 1 


 
Eigenvector (0.077, 0.231, 0.692), CR=0 (perfect consistency) 
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Flexibility: 
 


  X   Y    Z  
 X  1 1/9 1/5
 Y  9 1 2 
 Z  5 1/2 1 


 
Eigenvector (0.066, 0.615, 0.319), CR= 0. 


 
The reason that Y scores better than Z on this criterion is that the firm does not really 
believe the manufacturer’s claims for Z. The AHP deals with opinion and hunch as 
easily as with fact. 
 
The final stage is to construct a matrix of the eigenvectors for X, Y and Z 
 


    E       O      R      F   
X  0.751 0.480 0.077 0.066
Y 0.178 0.406 0.231 0.615
Z 0.071 0.114 0.692 0.319


 
This matrix, which we call the Option Performance Matrix (OPM), summarises the 
respective capability of the three machines in terms of what the firm wants. Reading 
down each column, it somewhat states the obvious: X is far better than Y and Z in terms 
of cost; it is a little better than Y in terms of operability, however, X is of limited value 
in terms of reliability and flexibility. These are not, however, absolutes; they relate only 
to the set of criteria chosen by this hypothetical firm. For another firm to whom 
reliability was more important and who wanted to avoid expense, the three machines 
might score quite differently. 
 
Those results are only part of the story and the final step is to take into account the 
firm’s judgements as to the relative importance of E, O, R and F. For a firm whose only 
requirement was for flexibility, Y would be ideal. Someone who valued only reliability 
would need machine Z. This firm is, however, more sophisticated, as, I suspect, are 
most firms, and has already expressed its assessment of the relative weights attached to 
E, O, R and F in the Relative Value Vector (0.232, 0.402, 0.061, 0.305). Finally, then, 
we need to weight the value of achieving something, R, say, by the respective abilities 
of X, Y and Z to achieve R, that is to combine the Relative Value Vector (RVV) with 
the Option Performance Matrix (OPM). Technically, the calculation is to post-multiply 
the OPM by the RVV to obtain the vector for the respective abilities of these machines 
to meet the firm’s needs. It comes out to (0.392, 0.406, 0.204) and might be called the 
Value For Money vector (VFM). In matrix algebra, OPM*RVV=VFM or, in words, 
 


performance*requirement= value for money. 
 


In those terms, this suggested method might have wide applicability. 
 
The three numbers in the VFM are the final result of the calculation, but what do they 
mean? 
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First, in simple terms, they mean that X, which scores 0.392, seems to come out slightly 
worse in terms of its ability to meet the firm’s needs than does Y at 0.406. Z is well 
behind at 0.204 and would do rather badly at satisfying the firm's requirements in this 
illustrative case.  
 
Secondly, the three decimal places are, in practical terms, illusory, and X and Y are 
equal at 0.4. A coin could be tossed but, in the real world, it might be sensible to go for 
X as the option putting least pressure on cash flow. 
 
Thirdly, and perhaps most importantly, the vector of the relative merits of X, Y and Z 
follows ineluctably from judgements made by the firm as to its requirements and by 
their engineers as to the capabilities of differing machines. There is a strong audit trail 
from output back to inputs. Of course, anyone who understands the AHP mathematics 
might be able to fiddle the judgements so as to guarantee a preferred outcome, but that 
is unavoidable expect by vigilance and the Delphi approach discussed below. 
 


A SECOND EXAMPLE 
 
Let us now look at the AHP in a different light. 
 
Another firm has a different set of objectives. In their view, E is more important than O, 
but R and F are respectively much more important and absolutely more important than 
expense. They also judge that O is more important than R, that flexibility is more 
important than operability and that reliability is more important than flexibility. That all 
sounds rather confused and the AHP will help us to see just how confused it is. 
 
The Overall Preference Matrix is: 
 


 E O R F 
E 1 3 1/5 1/9
O 1/3 1 3 1/3
R 5 1/3 1 3 
F 9 3 1/3 1 


 
The eigenvector, or Relative Value Vector, turns out to be (0.113, 0.169, 0.332, 0.395) 
but the Consistency Index is 0.94, vastly in excess of the cut-off of 0.1 and indicating 
that the firm’s valuations have, for all practical purposes, been made at random. (This 
example illustrates the immense importance of the calculation of the CR, a step which is 
sometimes omitted in careless use of the AHP.) 
 
A set of preferences such as these are a recipe for a poor choice of machine and for 
endless “I told you so” afterwards. The explanation above foreshadows that but the 
calculation has confirmed just how incoherent the objectives are, and has done so in a 
way which might not have been so clear by verbal discussion. All too often, this sort of 
confusion remains hidden in the mind of the firm or, and even worse, in the separate 
minds of different interest groups within the organisation.  
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What is to be done in such a case? 
 
The firm still needs a machine so the sensible course is to try to work out a consistent 
set of objectives. That could be supported by simple AHP software which draws 
attention to inconsistent choices enabling one to say “we’re not quite consistent yet”. 
 
Let us suppose that rethinking the objectives leads to the new matrix: 
 


 E U R P 
E 1 1/3 1/9 1/5
U 3 1 1 1 
R 9 1 1 3 
P 5 1 1/3 1 


 
(It may help to understand the method for readers to work out for themselves the 
judgements to which these numbers correspond. It is meaningless to debate whether or 
not these are ‘good’ judgements; they reflect the firm’s mental model of the significance 
of the problem to the wider objectives of the firm). 
 
Calculations from this matrix produce the Relative Value Vector, or eigenvector, 
(0.262, 0.454, 0.226) and a CR of 0.06, well on the safe side of the cut-off of 0.1; the 
judgements are now strongly consistent as opposed to the first set which were virtually 
random. 
 
Weighting this RVV by the OPM previously calculated gives a Value for Money vector 
of the relative merits of machines X, Y and Z of (0.220, 0.360, 0.420). X is now well 
out of the running and Z is rather better than Y, but not dominantly so.  
 


JUDGEMENTS IN THE AHP 
 
The four factors used here, E, O, R and F were, of course, purely to demonstrate a 
calculation, but how might factors be determined in a real case? They could be an ex 
cathedra statement from someone in authority, but a more rational approach might be 
discussion with a small group, first in Focus Group mode to identify factors and then as 
a simple Delphi to obtain the Overall Preference Matrix. Recall from Chapter 3 that 
Delphi is a controlled debate and the reasons for extreme values are debated, not to 
force consensus, but to improve understanding. 
 


STRENGTHS AND WEAKNESSES OF THE AHP 
 
Like all modelling methods, the AHP has strengths and weaknesses. 
 
The main advantage of the AHP is its ability to rank choices in the order of their 
effectiveness in meeting conflicting objectives. If the judgements made about the 
relative importance of, in this example, the objectives of expense, operability, reliability 
and flexibility, and those about the competing machines’ ability to satisfy those 
objectives, have been made in good faith, then the AHP calculations lead inexorably to 
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the logical consequence of those judgements. It is quite hard – but not impossible – to 
‘fiddle’ the judgements to get some predetermined result. (In MOA, it is impossible to 
do that.) The further strength of the AHP is its ability to detect inconsistent judgements. 
 
The limitations of the AHP are that it only works because the matrices are all of the 
same mathematical form – known as a positive reciprocal matrix. The reasons for this 
are explained in Saaty’s book, which is not for the mathematically daunted, so we will 
simply state that point. To create such a matrix requires that, if we use the number 9 to 
represent ‘A is absolutely more important than B’, then we have to use 1/9 to define the 
relative importance of B with respect to A. Some people regard that as reasonable; 
others are less happy about it.  
 
The other seeming drawback is, that if the scale is changed from 1 to 9 to, say, 1 to 29, 
the numbers in the end result, which we called the Value For Money Vector, will also 
change. In many ways, that does not matter as the VFM (not to be confused with the 
Viable Final Matrix) simply says that something is relatively better than another at 
meeting some objective. In the first example, the VFM was (0.392, 0.406, 0.204) but 
that only means that machines A and B are about equally good at 0.4, while C is worse 
at 0.2. It does not mean that A and B are twice as good as C.  
 
In less clear-cut cases, it would be no bad thing to change the rating scale and see what 
difference it makes. If one option consistently scores well with different scales, it is 
likely to be a very robust choice. 
 
In short, the AHP is a useful technique for discriminating between competing options in 
the light of a range of objectives to be met. The calculations are not complex and, while 
the AHP relies on what might be seen as a mathematical trick, you don’t need to 
understand the maths to use the technique. Do, though, be aware that it only shows 
relative value for money. 
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ANNEX A 
 


THE AHP THEORY AND CALCULATIONS 
 
The mathematical basis of the AHP can be explained in fairly simple outline for the 
purposes of this book but you need to know what a matrix and a vector are and how to 
multiply a matrix by a vector. For a full treatment of the AHP the mathematically 
undaunted should refer to Saaty’s book. We will cover the mathematics first and then 
explain the calculations. 
 
THE AHP THEORY 
 
Consider n elements to be compared, C1 … Cn and denote the relative ‘weight’ (or 
priority or significance) of Ci with respect to Cj by aij and form a square matrix A=(aij) 
of order n with the constraints that aij = 1/aji, for i ≠ j, and aii = 1, all i. Such a matrix is 
said to be a reciprocal matrix. 
 
The weights are consistent if they are transitive, that is aik = aijajk for all i, j, and k. Such 
a matrix might exist if the aij  are calculated from exactly measured data. Then find a 
vector ω of order n such that Aω λω= . For such a matrix, ω is said to be an 
eigenvector (of order n) and λ is an eigenvalue. For a consistent matrix, λ = n . 
 
For matrices involving human judgement, the condition aik = aijajk does not hold as 
human judgements are inconsistent to a greater or lesser degree. In such a case the ω 
vector satisfies the equation Aω= λmaxω and λmax ≥ n. The difference, if any, between 
λmax and n is an indication of the inconsistency of the judgements. If λmax = n then the 
judgements have turned out to be consistent. Finally, a Consistency Index can be 
calculated from (λmax-n)/(n-1). That needs to be assessed against judgments made 
completely at random and Saaty has calculated large samples of random matrices of 
increasing order and the Consistency Indices of those matrices. A true Consistency 
Ratio is calculated by dividing the Consistency Index for the set of judgments by the 
Index for the corresponding random matrix. Saaty suggests that if that ratio exceeds 0.1 
the set of judgments may be too inconsistent to be reliable. In practice, CRs of more 
than 0.1 sometimes have to be accepted. A CR of 0 means that the judgements are 
perfectly consistent. 
 
THE AHP CALCULATIONS 
 
There are several methods for calculating the eigenvector. Multiplying together the 
entries in each row of the matrix and then taking the nth root of that product gives a very 
good approximation to the correct answer. The nth roots are summed and that sum is 
used to normalise the eigenvector elements to add to 1.00. In the matrix below, the 4th 


root for the first row is 0.293 and that is divided by 5.024 to give 0.058 as the first 
element in the eigenvector. 
 
The table below gives a worked example in terms of four attributes to be compared 
which, for simplicity, we refer to as A, B, C, and D. 







Geoff Coyle: Practical Strategy. Open Access Material. AHP 


11 
© Pearson Education Limited 2004 


 


 A B C D nth root of  
product of values


Eigenvector 


A   1   1/3   1/9  1/5  0.293   0.058 
B   3   1   1   1   1.316   0.262  
C  9   1   1   3   2.279   0.454  
D  5   1   1/3  1   1.136   0.226  


 Totals      5.024   1.000  
 
The eigenvector of the relative importance or value of A, B, C and D is 
(0.058,0.262,0.454,0.226). Thus, C is the most valuable, B and D are behind, but 
roughly equal and A is very much less significant. 
 
The next stage is to calculate λmax so as to lead to the Consistency Index and the 
Consistency Ratio.  
 
We first multiply on the right the matrix of judgements by the eigenvector, obtaining a 
new vector. The calculation for the first row in the matrix is: 
 


1*0.058+1/3*0.262+1/9*0.454+1/5*0.226 = 0.240 
 
and the remaining three rows give 1.116, 1.916 and 0.928. This vector of four elements 
(0.240,1.116,1.916,0.928) is, of course, the product Aω and the AHP theory says that 
Aω=λmaxω so we can now get four estimates of λmax by the simple expedient of dividing 
each component of (0.240,1.116,1.916,0.928) by the corresponding eigenvector 
element. This gives 0.240/0.058=4.137 together with 4.259, 4.22 and 4.11. The mean of 
these values is 4.18 and that is our estimate for λmax. If any of the estimates for λmax 
turns out to be less than n, or 4 in this case, there has been an error in the calculation, 
which is a useful sanity check. 
 
The Consistency Index for a matrix is calculated from (λmax-n)/(n-1) and, since n=4 for 
this matrix, the CI is 0.060. The final step is to calculate the Consistency Ratio for this 
set of judgements using the CI for the corresponding value from large samples of 
matrices of purely random judgments using the table below, derived from Saaty’s book, 
in which the upper row is the order of the random matrix, and the lower is the 
corresponding index of consistency for random judgements. 
 


1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
0.00 0.00 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49 1.51 1.48 1.56 1.57 1.59 


 
For this example, that gives 0.060/0.90=0.0677. Saaty argues that a CR > 0.1 indicates 
that the judgements are at the limit of consistency though CRs > 0.1 (but not too much 
more) have to be accepted sometimes. In this instance, we are on safe ground. 
 
A CR as high as, say, 0.9 would mean that the pairwise judgements are just about 
random and are completely untrustworthy. 
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TO: File: Laguna de Santa Rosa; TMDL Development and Planning 
 
FROM: Steve Butkus 
 
DATE: December 8, 2011 
 
SUBJECT: Development of the Land Cover Loading Model for the Laguna de Santa 
Rosa Watershed 
 
The development of the Total Maximum Daily Load (TMDL) for nutrients and dissolved 
oxygen in the Laguna de Santa Rosa (Laguna) requires a pollution source analysis.   
The goal of the Source Analysis is to provide a complete inventory and description of all 
sources of the pollutant of concern, including point, nonpoint, and background sources 
in the watershed.  An estimate of the relative pollutant loading from the major sources 
informs the TMDL allocation process.  The Laguna TMDL Nutrient Source Analysis 
uses the Land Cover Loading Model to estimate loads from differ land covers.   
 
A TMDL addressing the reduction of nitrogen and ammonia loading was completed for 
the Laguna in 1995 (Morris, 1995).  The load estimates for specific individual sources 
were based on an inventory approach with assumptions on many variables (CH2M Hill, 
1994).  For example, dairy related sources were based on the number of animals in the 
watershed, manure production per animal, access to perennial streams, etc.  Similarly, 
load estimates from septic systems were also based on an inventory approach with 
assumptions including number of on-site systems, groundwater attenuation, and 
number of failing systems. 
 
Regional Water Board staff developed a watershed model that estimates loads based 
on land cover for the Laguna TMDL Nutrient Source Analysis, called the Land Cover 
Loading Model (LCLM).  Although estimates of pollutant loading from watersheds can 
be done using a variety of modeling approaches, Regional Water Board staff developed 
and applied the LCLM following U.S. Environmental Protection Agency guidance 
(USEPA, 2009).  This memorandum describes the development and application of the 
LCLM, following these development steps and taken from EPA’s guidance: 
 


1. Design the Conceptual Model 
2. Construct the Model Framework 
3. Parameterize the Model Assumptions 
4. Corroborate the Model Results 
5. Apply the Model in Simulations 
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1. Conceptual Model 
 
Regional Water Board staff developed the LCLM using a straightforward conceptual 
model based on simple pollutant transport from various land covers to compare current 
nutrient loads to pre-European settlement historical loads.  The LCLM allows estimates 
of pollutant loading from catchments based on land cover areas and representative 
loading rates (i.e., load per area of land).  This allows a comparison of pollutant loading 
among different land covers.  The LCLM also estimates reductions in nutrient loads due 
to nutrient uptake by riverine and perennial wetland areas before a total load discharges 
to receiving waters.  The conceptual model for estimating watershed loading to 
receiving waters is shown in Figures 1 and 2.   
 
Application of the LCLM watershed model allows for improvement over the inventory 
approach to pollutant source analysis by including all the nonpoint sources in the 
watershed.  Use of the inventory approach restricts the ability to estimate all nonpoint 
sources.  One possible limitation to the LCLM is the aggregate nature of the loading 
estimate.  The method does not directly estimate loading from individual sources, only 
the loads that are delivered to the Laguna as categorized by land cover.  In addition, the 
high variability of the load estimates among land covers results in similar mean load 
estimates from the different land covers.   
 
The simple representation of the LCLM allows a comparison of current pollutant loading 
to an estimated historical loading based on land cover that existed prior to European 
settlement.  The LCLM can be applied to Laguna watershed pre-European settlement 
land cover to estimate these historical loading rates.  Pollutant loading was estimated 
based on representative loading rates (i.e., load per area of land) from pre-settlement 
land cover areas.  The LCLM also allows estimates of the relative distribution of loads 
between wet and dry periods. 
 
 


2. Model Framework 
 
The model framework for the Laguna nutrient LCLM is a formal specification of the 
concepts and procedures relevant to estimating pollutants loads from different land uses 
usually translated into computer software.     
 
The level of model complexity needed should be considered to determine the suitability 
of the model framework.  A model should be no more complicated than necessary to 
inform management questions and decisions.  A common misconception is that model 
accuracy increases with model complexity.  Models that are more complex to treat more 
physical processes show degradation in predictive performance because they require 
more input variables with greater levels of uncertainty.  Complex models have problems 
with error accumulation and predictive performance. The lack of available input data for 
complex models requires estimation of many model parameters through calibration.  As 
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such, model uncertainty increases with model complexity.  Simpler watershed models 
have shown similar predictive performance as more complex models (Loague and 
Freeze, 1985; Jakeman and Hornberger, 1993).   
 
Errors may also come from the use of unrealistic assumptions.  For example, a model 
based on one-dimensional equations of flow should not be used to represent conditions 
of a stratified lake.  The accuracy of the results is suspect if a model is based on 
unrealistic assumptions.  Available watershed pollutant transport models differ in 
complexity, modeled processes, and basic assumptions.   
 
 


3. Model Parameterization 
 
Regional Water Board staff parameterized the LCLM by (1) mapping the geographic 
scope of each land cover category for both current and pre-settlement time periods, and 
(2) selecting representative nutrient load rates for each land cover category.  The rates 
are based on sampling data of pollutant concentrations in runoff from selected land 
covers.   
 
Current Land Cover Parameterization 
 
The most recent National Land Cover Data set (USGS, 2006; Homer et al., 2007) was 
used to determine current land cover distributions within the Laguna watershed.  The 
spatial dataset is based on Landsat satellite imagery and has a high level of accuracy 
(Wickham et al., 2004).  Imagery from 2006 was assessed spectrally to update 1992 
and 2001 imagery data using methodology developed by NOAA (1995).  Land cover 
categories are typically defined by “Anderson” Levels (Anderson et al., 1976).  Level I 
category land uses are major land uses including Urban, Agriculture, Rangeland, Forest 
Lands, or Barren.   Level II defines land cover subtypes such as residential and 
commercial.  The Level I and Level II land cover areas and percentages were extracted 
from GIS layers for the entire Laguna watershed.   
 
Based on the land cover type acreage within the watershed, seven land cover source 
categories were selected for estimating land cover loading (Table 1; Figure 3).  All three 
rangeland types were combined into one land cover source category.  Residential areas 
were divided between sewered and non-sewered land parcels into two land cover 
source categories.  All commercial and services land cover types were combined with 
the other miscellaneous urban land cover types into an “Urban” land cover source 
category.  The “Other Land Uses” that include transitional areas, quarries, reservoirs 
and other agriculture represent less than one-percent of the Laguna watershed area. 
 
The National Land Cover Data set categorizes “Rangeland” separately from agricultural 
“Pasture” lands.  Rangeland was defined as land where the potential natural vegetation 
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is predominantly grasses, grasslike plants, forbs, or shrubs.  Pasture lands are those 
used for livestock grazing which include land used for grazing in rotation with crops.   
 
Table 1.   Current Land Cover Categories Selected for Assessment 
Land Cover Category Acres Percent 
Forest 48,315 29.7% 
Cropland & Pasture 44,458 27.3% 
Rangeland 21,767 13.4% 
Residential - Sewered 15,348 9.4% 


Orchards & Vineyards 12,825 7.9% 
Residential – Non Sewered 9,857 6.1% 
Commercial Urban 8,577 5.3% 
Other Land Uses 1,642 1.0% 
Total 162,789 100.0% 


 
 
Pre- European Settlement Land Cover Parameterization 
 
The spatial representation of the Laguna watershed showing pre-settlement hydrology 
and land cover was developed by Regional Water Board staff to help estimate historical 
pollutant loading (Butkus 2011).  The land cover and hydrology that existed in the 
Laguna watershed prior to significant European settlement was investigated to help 
assess natural background sources.  Historical ecological analysis can provide a better 
understanding of former conditions to support habitat restoration and water quality 
management goals and objectives.  The analysis of pre-settlement conditions provides 
context for setting TMDL allocations for desirable and feasible future conditions. 
 
Pre-European settlement in the Laguna watershed was defined as the period of time 
prior to the General Land Office surveys conducted during the mid-19th century. The 
pre-settlement spatial data model was designed to delineate the boundaries between 
six land cover categories (Table 2 and Figure 4).   
 
Table 2.  Laguna Watershed Pre-European Settlement Land Cover Areas during a 
Wet Climate Year 
Land Cover Category Acres Percent 
Forest 84,515 51.9% 


Oak Savanna  28,823 17.7% 
Rangeland 24,292 14.9% 
Perennial wetlands 16,969 10.4% 
Riverine wetlands 5,145 3.2% 
Streams & Open Water 3,045 1.9% 
Total 162,789 100.0% 
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Pollutant Loading Rates Parameterization 
 
Regional Water Board staff selected nutrient loading rates for each land cover category 
based on sampling pollutant concentrations in runoff from forest, rangeland, crop and 
pasture, orchards and vineyards, non-sewered residential, sewered residential, and 
commercial land covers from 2009-2010 (NCRWQCB, 2010).   
 
Samples were collected during both wet and dry periods as identified by federal 
guidance (USEPA, 1992) and federal regulations (40 CFR 122.21(g)(7)(ii)). The LCLM 
addresses the distribution of loads between wet and dry periods.  Dry period loads were 
derived from the measured pollutant concentration data and estimates of the base flow 
at the sampling location.  Wet period loads were derived from measured pollutant 
concentration data and sampling location flows estimated as the combined base flow 
plus the storm event runoff flow.  Statistical hypothesis test results showed significant 
differences between wet period and dry period concentrations and between the land 
covers assessed (NCRWQCB, 2010). 
 
The estimated pollutant loads by land cover that were measured from 2009-2010 
sampling data are presented as box plots and load duration curves (Butkus, 2010).  Box 
plots provide a concise graphical display summarizing the distribution of a data set 
(Helsel and Hirsch, 2002).  The top and bottom of the box represent the lower and 
upper quartiles with the band near the middle of the box showing the median.  The 
whiskers represent the 10th and 90th percentiles.  The mean is shown as a cross system 
on the box plot.  Load duration curves are a useful tool identifying pollutant loading over 
the entire flow regime of a river (USEPA, 2007).  A load duration curve provides a visual 
display of the relationship between flow and pollutants.  The load duration curve allows 
for characterizing water quality at different flow regimes.  Using the load duration curve, 
the frequency and magnitude of water quality standard exceedances, allowable 
loadings, and size of load reductions are easily presented and can be better 
understood. 
 
The distributions of the total phosphorus and total nitrogen unit area loads are 
compared by land cover as box plots in Figures 5 to 8.  Loads from all land covers show 
non-normal, left-skewed distributions.  Mean loads are often higher than the 75th 
percentile.  In general, higher dry period nutrient loads were observed from agricultural 
areas.  However, wet period nutrient loads from agricultural areas were lower than other 
land covers, including rangeland and sewered residential.   
 
Load duration curves are presented for each land cover to represent estimated changes 
in annual loads due to climatic conditions in Figures 9 to 24.  The hydrologic year was 
defined as April 1 through March 31 of the following year (Haith et al., 1992).  The return 
period was based on the frequency of annual wet period days to dry period days from 
the 72-year precipitation record.  Estimates of the range of loads across the range of 
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climatic conditions were derived from the distributional metrics of the 2009 -2010 
loading measurements.  Many of the load duration curves show about twice the load is 
exported during extreme wet years as compared to extreme dry years.  
 
 


4. Model Corroboration 
 
Regional Water Board staff used four approaches to corroborate the LCLM loading 
rates: 


1. Land use specific loading rates published in scientific literature  
2. Land use specific loading rates derived in the development of the 1995 


TMDL.   
3. Dry weather loading rates estimated from independent samples collected in 


2008. 
4. Wet weather loading rates estimated from a dynamic watershed loading 


model.   
 
This evaluation showed that pollutant loading estimated using the LCLM was 
reasonably corroborated by each of the other four loading estimates compared.    
 


1.   Published Land Cover Loading Rates 
 
Staff assessed separate loading rates between wet and dry periods for each land cover 
from published annual loading rates and compared the published rates to the annual 
loads from measurements made in the Laguna watershed during 2009-2010.  Published 
values of annual loading rates were assumed to represent a median hydrologic year.  
Published loading rates were compared to estimates of loading derived from Laguna 
watershed measurements using a median hydrologic year on the land cover load 
duration curves (Figures 9 to 24).  
 
Event mean concentrations (EMC) represent the concentration of a specific pollutant 
contained in storm water runoff coming from a particular land cover type within a 
watershed.  EMCs are reported as a mass of pollutant per unit volume of water (usually 
mg/L).  These numbers are generally calculated from local storm water monitoring data.  
Annual loading rates represent the average total amount of pollutant delivered annually 
into a system from a defined area.  Annual loading rates are also know as export 
coefficients and represent an annual loading rate reported as mass of pollutant per unit 
area per year (e.g., lbs/ac-yr).   
 
Loading rates for land uses can vary widely depending on precipitation, source activity, 
and soils.  Published values of EMCs or annual loading rates are often used for 
pollutant loading assessments since collecting the data necessary for calculating site-
specific values can be cost-prohibitive.  If site-specific numbers are not available, 
regional or national averages are often used.  The accuracy of published regional or 
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national averages may be questionable due to the specific climatic and physical 
characteristics of individual watersheds.  Different land uses can exhibit a wide range of 
variability in nutrient export (Beaulac and Reckhow, 1982). 
 
Published EMC values were used to derive wet period load estimates using the median 
24-hr storm event.  The Rational Method was used to estimate flows for calculation of 
EMC loads (Burien et al., 1999).  Land use specific runoff coefficients were selected 
from McCuen (1998).  The median 24-hr precipitation was 0.36 inches measured as the 
50 percent return probability for wet days (40 CFR 122.21(g)(7)(ii)) using the continuous 
precipitation record from 1995-2010 (Butkus, 2010).  The 24-hr storm duration was 
assumed to be much greater than the time of concentration when applied to an one 
acre area as required for application of the Rational Method.  Wet period loads 
estimated from published EMCs were added to dry period loads to estimate annual 
loading rates for presentation on the load duration curves.  Dry period loads were 
derived from the measured median unit area loading rates (NCRWQCB, 2010).  Annual 
loading rates derived from the published EMC and 2009 sample data were presented as 
a median hydrologic year for presentation on the load duration curves. 
 
Land cover loading estimates derived from the LCLM were compared visually to other 
published estimates on the load duration curves (Figures 9 to 24).  The mean published 
loading values were placed on the curves at the median return period since hydrologic 
data were not available.  Tables 3 to 9 present the citations and data used for 
comparison to measured loading rates. 
 
Table 3.  Published Land Cover Nutrient Loading Rates for Forested Lands 


 
Citation 


Total Phosphorus 
(lbs/ac/yr) 


Total Nitrogen 
(lbs/ac/yr) 


Mean Min Max Mean Min Max 
Reckhow et al. (1980) 0.211 0.017 0.741 2.552 1.231 37.025 
Rast & Lee (1978)  0.045 0.089 0.892   
Loehr et al. (1989)  0.006 0.785  0.892 5.353 
Young et al. (1996) 0.045 0.001 0.089  0.803 4.550 
Letcher et al. (1999) from 
SKM&WBM Oceanics 
(1998) 


0.178   1.606   


Letcher et al. (1999) from 
Gourley et al. (1996) 


0.089    0.892  


Line et al. (2002) 0.115   0.635   
 
 
  







File: Laguna de Santa Rosa TMDL -8- December 8, 2011 
 
 
 


 


 


California Environmental Protection Agency 
 


Recycled Paper 


 
Table 4.  Published Land Cover Nutrient Loading Rates for Rangelands 
 
Citation 


Total Phosphorus 
(lbs/ac/yr) 


Total Nitrogen 
(lbs/ac/yr) 


Mean Min Max Mean Min Max 
Reckhow et al. (1980) 1.012 0.071 2.900 14.748 2.516 34.322 
Rast & Lee (1978) 0.446   1.784   
Loehr et al. (1989)  0.045 0.223  0.446 12.491 


Young et al. (1996) 0.089 0.002 0.357 3.123 2.409 5.888 
Letcher et al. (1999) from 
SKM&WBM Oceanics 
(1998) 


 0.178 0.535 0.892   


Letcher et al. (1999) from 
Baginska et al. (1998) 


0.294      


Letcher et al. (1999) from 
Gourley et al. (1996) 


0.134   1.338   


Harper (1998) 0.891   1.911   
Brezonik and Stadelmann 
(2001) 


     49.901 


 
 
Table 5.  Published Land Cover Nutrient Loading Rates for Cropland & Pasture 


 
Citation 


Total Phosphorus 
(lbs/ac/yr) 


Total Nitrogen 
(lbs/ac/yr) 


Mean Min Max Mean Min Max 
Reckhow et al. (1980) 1.338 0.089 16.595 7.717 0.865  
Rast & Lee (1978) 0.446   1.784   
Loehr et al. (1989)  0.045 2.587  1.874  
Young et al. (1996) 0.981 0.446 0.803 2.677 2.141  


SKM&WBM Oceanics 
(1998) 


 0.178 1.338 8.922   


Baginska et al. (1998) 0.714      
Gourley et al. (1996)  0.178 1.784  1.338  
Line et al (2002) 1.391   3.137   
Harper (1998) 0.467   2.174   
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Table 6.  Published Land Cover Nutrient Loading Rates for Orchards & Vineyards 
 
Citation 


Total Phosphorus 
(lbs/ac/yr) 


Total Nitrogen 
(lbs/ac/yr) 


Mean Min Max Mean Min Max 
Reckhow et al. (1980) 1.012 0.071 2.900 14.748 2.516 71.017 
Rast & Lee (1978) 0.446   1.784   
Loehr et al. (1989)  0.054 2.587  1.874 71.017 


Young et al. (1996)    3.123   
Letcher et al. (1999) from 
SKM&WBM Oceanics 
(1998) 


1.338   8.922   


Letcher et al. (1999) from 
Gourley et al. (1996) 


1.784   2.677  3.569 


Harper (1998) 0.486   1.832   
 
 
Table 7.  Published Land Cover Nutrient Loading Rates for Non-Sewered 
Residential 
 
Citation 


Total Phosphorus 
(lbs/ac/yr) 


Total Nitrogen 
(lbs/ac/yr) 


Mean Min Max Mean Min Max 
Reckhow et al. (1980) 1.062 0.170 5.558 8.895 1.320 34.322 
Rast & Lee (1978) 0.892   2.230   
Loehr et al. (1989)  0.687 1.963  4.461 6.513 
Young et al. (1996) 0.357 0.089 0.981 2.230 0.892 5.888 
Letcher et al. (1999) from 
SKM&WBM Oceanics 
(1998) 


0.178   0.892   


Letcher et al. (1999) from 
Gourley et al. (1996) 


0.625   1.784   


Line et al (2002) 0.892   3.032   
Bladys et al (1998) 0.797   2.664   
Guerard & Weiss (1995) 1.329   6.166   
LADPW (1999) 0.688   3.986   
Harper (1998) 0.756   3.468   
Brezonik and Stadelmann 
(2001) 


 0.497 13.157  1.465 19.044 
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Table 8.  Published Land Cover Nutrient Loading Rates for Sewered Residential 
 
Citation 


Total Phosphorus 
(lbs/ac/yr) 


Total Nitrogen 
(lbs/ac/yr) 


Mean Min Max Mean Min Max 
Reckhow et al. (1980) 1.062 0.170 5.558 8.895 1.320 37.025 
Rast & Lee (1978) 0.892   2.230   
Loehr et al. (1989)  0.687 1.963  4.461 71.017 


Young et al. (1996) 0.357 0.089 0.981  0.892 2.230 
Letcher et al. (1999) from 
SKM&WBM Oceanics 
(1998) 


1.338   8.922   


Letcher et al. (1999) from 
Gourley et al. (1996) 


1.160   1.784   


Line et al. (2002) 1.181   4.523   
Bladys et al. (1998) 1.032   3.949   
Guerard & Weiss (1995) 1.862   9.421   
LADPW (1999) 0.606   4.098   


Harper (1998) 1.372   5.482   
Brezonik and Stadelmann 
(2001) 


 0.435 4.247  1.266  


 
Table 9.  Published Land Cover Nutrient Loading Rates for Commercial Urban 
 
Citation 


Total Phosphorus 
(lbs/ac/yr) 


Total Nitrogen 
(lbs/ac/yr) 


Mean Min Max Mean Min Max 
Reckhow et al. (1980) 1.062 0.170 5.558 8.895 1.320 34.322 


Rast & Lee (1978) 0.892   2.230   
Loehr et al. (1989)  0.089 6.781  1.695 6.513 
Young et al. (1996) 0.357 0.089 0.981 2.230 0.892 5.888 
Letcher et al. (1999) from 
SKM&WBM Oceanics 
(1998) 


0.892   6.691   


Letcher et al. (1999) from 
Gourley et al. (1996) 


1.160   1.784   


USEPA (1983) 2.046   12.991   
Smullen et al. (1999) 2.004   12.549   


Line et al. (2002) 1.828   8.298   
Bladys et al. (1998) 1.284   7.694   
Guerard & Weiss (1995) 2.191   15.555   
LADPW (1999) 2.856   14.466   
Harper (1998) 3.038   17.550   
Brezonik and Stadelmann 
(2001) 


 1.768 5.094  11.322 20.379 
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2.   Waste Reduction Strategy Land Cover Loading Rates 
 
The original TMDL was based on results from an assessment of the Laguna (CH2M 
HILL, 1994).  Pollutant loads were estimated for both storm event runoff and dry period 
base flows for six land cover categories (Table 10).  These loading rates were derived 
from a combination of calibrated water quality modeling and source inventory 
assessment.  The loading rates based on land cover were normalized to unit per area 
load using the areas published by CH2M HILL (Table 11). 
 
Table 10.  Pollutant Loads From CH2M HILL (1994) 
Pollutant Land Use Storm 


Event 
(lbs/yr) 


Dry Periods 
(lbs/yr) 


Total Annual 
Load (lbs/yr) 


Organic 
Matter 


Urban 5,960,000 0 5,960,000 
Wastewater 7,030 0 7,030 
Non-irrigated Agriculture 427,000 0 427,000 
Dairy 6,050,000 9,410 6,059,410 
Septic 0 0 0 


Open Space 287,000 0 287,000 


Total 
Nitrogen 


Urban 246,000 0 246,000 
Wastewater 26,400 398,700 424,400 
Non-irrigated Agriculture 117,000 0 117,000 
Dairy 179,000 530 179,530 
Septic 10,100 21,700 408,800 


Open Space 43,100 0 43,100 


Ammonia 


Urban 21,400 0 21,400 
Wastewater 3,510 53,100 56,610 
Non-irrigated Agriculture 6,070 0 6,070 
Dairy 179,000 90 179,090 
Septic 2,520 99,400 102,430 
Open Space 1,250 0 1,250 
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Table 11.  Unit Area Land Cover Pollutant Loading Rates From CH2M HILL (1994) 
Pollutant Land Use Storm 


Event 
(lbs/ac/yr) 


Dry Periods 
(lbs/ac/yr) 


Total Annual 
Load 


(lbs/ac/yr) 


Organic 
Matter 


Urban 196.9 0 196.9 
Non-irrigated Agriculture 8.6 0 8.6 
Septic 8.2 0 8.2 
Open Space 8.1 0 8.1 


Total 
Nitrogen 


Urban 2.4 0 2.4 
Non-irrigated Agriculture 0.3 0.7 13.1 
Septic 0.7 0 0.7 
Open Space 0.1 0 0.1 


Ammonia 


Urban 0.1 3.2 3.3 
Non-irrigated Agriculture 0.04 0 0.04 
Septic 196.9 0 196.9 


Open Space 8.6 0 8.6 
 
Regional Water Board staff compared annual loading rates derived by CH2M HILL 
(1994) to total nitrogen annual loads derived from the LCLM.  The CH2M HILL annual 
load estimates were derived from mean summer base flows and a calibrated model of 
the 1992-1993 winter storms.  Regional Water Board staff assumed the unit area annual 
loading rates estimated by CH2M HILL represented the 1992-1993 hydrologic year.  
These data were represented on the load duration curves at a return frequency of 0.21.  
The return frequency specifies the percent of time those values have been met or 
exceeded.  The use of “percent of time” provides a uniform scale ranging between 0 
and 100.  Thus, the return period for the 1992-1993 hydrologic year implies that 79 
percent of all observed annual loads equal or exceed the loads shown in Table 3.11. 
 
The total nitrogen load duration curves that present the 1995 TMDL loading rates 
developed by CH2M HILL are as follows:  ‘Open Space” land use loading estimates are 
presented on the ‘Rangelands’ land cover load duration curves (Figures 10 & 18).  ‘Non-
irrigated Agriculture’ land use loading estimates are presented on the ‘Cropland & 
Pasture’ land cover load duration curves (Figures 11 & 19).  ‘Septic’ land use loading 
estimates are presented on the ‘Nonsewered Residential Urban’ land cover load 
duration curves (Figures 13 & 21).  ‘Urban’ land use loading estimates are presented on 
the ‘Commercial’ land cover load duration curves (Figures 15 & 23). 
 


3.   Dry Weather Loading Rates From Independent Samples 
 
Regional Water Board staff sampled nutrient concentrations of the major tributaries 
draining to the Laguna shown in Table 12 (NCRWQCB, 2008).  These data were not 
used in the development of the LCLM.  The sampling was conducted to measure the 
distributional qualities of pollutant concentrations in runoff from major tributaries to the 







File: Laguna de Santa Rosa TMDL -13- December 8, 2011 
 
 
 


 


 


California Environmental Protection Agency 
 


Recycled Paper 


Laguna.  Samples were collected during the summer of 2008 which represented 
drought conditions for the watershed.  Samples were collected near the mouth of each 
tributary to represent base flow from the sub-basins monitored.  The land cover loading 
model appears to corroborate well with the dry weather measured loading based on the 
statistical hypothesis tests applied. 
  
Table 12.  Laguna Tributary Sampling Locations 
Tributary Name Sampling Location 
Abramson Creek Guerneville Road 
Blucher Creek Lone Pine Road 
Brush Creek Highway 12 
Colgan Creek Llano Road 


Copeland Creek Commerce Blvd 
Cotati Creek Delano Park Bridge 
Calder Creek Joe Rodata Trail 
Gossage Creek Highway 16 
Hinebaugh Creek Labath Avenue 
Matanzas Creek Brookwood Road 
Mark West Creek Slusser Road 


Peterson Creek Guerneville Road 
Piner Creek Fulton Road 
Turner Creek Daywalt Road 
Vine Hill Creek Laguna Road 
Washoe Creek Derby Lane 
Wilfred Creek  Stony Point Road 


Windsor Creek Mark West Station Road 
 
Each of these tributary sub-basins represents a mix of different land uses.  The 
concentrations measured from each of the sub-basins also represent that mix of land 
uses.  The proportions of each land cover in the sub-basin were compiled for use in 
model corroboration.  The National Elevation Dataset (USGS, 2006) 10-meter resolution 
topography layer was used to delineate sub-basins that drain to the sampling locations 
using the flow-line vector data to adjust the channel routing within the elevation data.  
The area of each selected land cover was determined for each sub-basin.   
 
The proportions of each land cover in the sub-basin were applied to the unit per area 
loads for an estimate on the loading rates for each sub-basin.  Monte-Carlo simulation 
was used to estimate the distribution of loads through uniform random selection of 
measured dry weather unit area loads.  Monte Carlo Simulation is a stochastic method 
that accounts for the inherent variability of data sets.  Dry weather loads were calculated 
from the probability distributions of measured concentrations applied to the estimated 
site base flow.  Base flows were estimated from the mean 3-day antecedent flow at the 
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USGS gaging location at Trenton-Healdsburg Road scaled proportionately based on the 
drainage areas of the site and the gage.   
 
The unit per area loads distributional forms were evaluated using the one-sample 
Kolmogorov-Smirnov hypothesis test.  The test compares the shape and location of 
cumulative distribution frequency to other distribution samples.  All unit per area loads 
were found to follow a natural log distribution.   
 
Two different hypothesis tests were applied to compare the estimated dry weather 
loading from the land cover model to the measured dry weather loads.  First, the Mann-
Whitney test was used to assess whether measured and estimated data sets have the 
same population medians.  This statistical test is a distribution-free inferential statistical 
method that does not require the population to follow a normal distribution.  The test null 
hypothesis is that the two samples are drawn from identically distributed populations. 
The test is similar to performing an ordinary parametric two-sample t test, but is based 
on ranking the data set.  The Mann-Whitney tests failed to detect any significant 
differences (α = 0.05) between measured loads and loads estimated by the land cover 
model for all sub-basins and constituents assessed.    
 
The second hypothesis test applied was the Z-test.  A Z-test evaluates whether the 
sample mean is the same as the population mean.  All data were natural log 
transformed before assessment since the Z-test requires normally distributed data.  
Two-tailed probabilities returned from the Z-test shows that almost all comparisons 
failed to find a significant difference (α = 0.05) between the natural log-means of 
observed and measured populations.   Only one percent of the Z-test results inferred 
that the estimated versus measured sub-basin load log-means were different (5 out of 
483 tests with 69 samples with 7 constituents).  The land cover loading model appears 
to corroborate well with the dry weather measured loading based on both of the 
statistical hypothesis tests applied. 
 


4.   Wet Weather Loading Rates From the GWLF Model 
 
The fourth approach used by Regional Water Board staff to corroborate the LCLM 
loading rates was the Generalized Watershed Loading Functions (GWLF) model, which 
was specifically used to estimate pollutant loading from mixed land cover watersheds 
(Haith et al., 1992).   Enhancements to the original model have been incorporated into 
the BasinSim model (Dai et al., 2000).  These enhancements include in-stream routing, 
a sediment transport component, and the Muskingum-Cunge method for flow routing.  
 
The results from the GWLF model output provide an additional estimate of tributary 
loading to the Laguna and are summarized by Butkus (2010).  The GWLF model used 
the independent dry period loads measured in 2008 for ground water and base flow 
concentrations.  The GWLF model simulates wet period loading using dynamic runoff 
flows, sediment delivery, and land use-based state variables and parameters.   
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The GWLF model results provided an estimate of continuous loading of nutrients for 18 
tributary sub-basins in the Laguna watershed.  The estimated annual loading rates 
derived with the LCLM model were compared to the annual loading rates estimated by 
the GWLF model.  Four model performance metrics were used to evaluate the 
difference between the two estimates for each tributary sub-basin.  The review of all 
four performance metrics demonstrates that the LCLM and GWLF models overall 
produce generally similar estimates of pollution loads, with a wide variation between 
tributary load estimates.  Overall, the GWLF model over-estimates both total 
phosphorus and total nitrogen as compared to the LCLM estimates. 
 
 


5. Model Application 
 
 
Comparison of Current Loads by Land Cover & Climate 
 
The LCLM was applied to produce load duration curves for each land cover to represent 
estimated changes in annual loads over a range of stream flow conditions in Figures 9 
to 24.  These load duration curves were based on samples collected during wet periods 
and dry weather periods.  The median total phosphorus loading rates for wet and dry 
weather period are compared for each land cover class in Figure 25.  The loading rates 
during wet weather are much larger for most land covers classes, except Orchards & 
Vineyards which has similar, but low loading rates.   
 
The median total phosphorus loading rates for each land cover are compared with 
different y-axis scales for wet and dry weather periods in Figure 26.  Wet weather 
loading rates show no obvious pattern except for the low values for the Orchards & 
Vineyards land cover class.  The patterns indicate that managed and disturbed land 
generally have higher loading rates during dry weather than natural areas (i.e., Forest 
and Rangeland land cover classes).  Management of dry weather loading may be more 
important that wet weather loading since the critical conditions for eutrophication 
impacts are during dry weather periods.  The two agricultural land cover classes 
(Cropland & Pasture, Orchards & Vineyards) show the highest total phosphorus loading 
rates during the critical dry weather periods. 
 
The median annual total phosphorus loads for wet and dry weather periods was derived 
for the entire Laguna watershed based on the acreages of the individual land cover 
classes (Figure 27).  The large wet weather loads for unmanaged land covers is due to 
the large acreage of those areas in the watershed (i.e., Forest & Rangelands).  The 
lowest annual dry load was measured from Commercial & Services land cover classes.  
Dry weather base flow from these areas is likely to contain runoff from over-irrigation 
from treated domestic water flowing onto impervious surfaces.  The largest annual dry 
loads are the two agricultural land cover classes (Cropland & Pasture, Orchards & 
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Vineyards).  The same two land covers also showed the highest loading rates (Figure 
26).  Dry weather base flow from these areas is likely to contain recycled wastewater.   
 
 
Comparison of Current Loads to Pre-Settlement Loads 
 
Load duration curves were developed for each of the historical open water catchments 
from the loading distributions derived for each of the land cover categories.  Current and 
pre-settlement load duration curves were developed to compare each of the historical 
open water catchment areas (Butkus, 2010).  These load duration curves represent the 
net load delivered to wetland areas prior to discharge to receiving waters. 
 
Regional Water Board staff applied the loading rate estimates to current and pre-
settlement land cover areas within four catchment basins of the Laguna watershed.  
The catchment areas are based on the area of the watershed that drained to the 
historical open water areas of the mainstem Laguna and were delineated by combining 
the subwatersheds derived from the National Elevation Dataset (USGS, 2006) 10-meter 
resolution topography layer.  The four catchment areas are listed in Table 13 and shown 
in Figure 28.  Combining all four catchments cover the whole Laguna watershed 
draining to the Russian River.   
 
Table 13.  Catchments for Historical Open Water Areas 


 
Historical Catchment 


 
Major Tributaries 


 
Acres 


Percent of 
Watershed 


Cunningham Lake  Copeland Creek, Blucher 
Creek 


49,817 29% 


Sebring Lake  Santa Rosa Creek 68,402 39% 
Ballard Lake  Mark West Creek 36,337 21% 
Lower Laguna Catchment Windsor Creek 18,973 11% 
 
Within the four catchment areas, Regional Water Board staff applied an estimated 
reduction in pollutant loads due to wetland assimilation.  Staff then compared the results 
for current loads to pre-settlement loads.  The following sections describe these efforts. 
 
 
Wetland Assimilation of Pollutant Loads 
 
As part of the conceptual model, Regional Water Board staff estimated the reduction of 
pollutant loads due to attenuation of nutrients by natural processes in both riparian 
wetlands and perennial wetlands.  
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Riverine Wetlands 
Riverine wetlands are known to reduce pollutants from surface water runoff and 
groundwater (Naiman and Decamps, 1997).  USEPA (2005) surveyed peer-reviewed 
scientific literature containing data on the effect of riparian wetland buffers on nitrogen 
concentration in streams and groundwater.  Nitrogen removal effectiveness varied 
widely among the different riparian zones studied.  Surface removal of nitrogen was 
partly related to buffer width, but was only one factor controlling nitrogen removal 
effectiveness.  Subsurface removal of nitrogen was not related to buffer width.  
Subsurface removal of nitrogen in riparian buffers was often high, especially where 
anaerobic conditions promote microbial denitrification.  Buffers of various vegetation 
types were equally effective at removing nitrogen in the subsurface but not in surface 
flow.  The mean nitrogen removal effectiveness of forested riparian wetlands was found 
to be 85 percent with a standard error of 5.2 percent (USEPA, 2005). 
 
Riverine wetland areas can be important sinks for phosphorus and suspended 
sediment. USEPA (1993) compiled representative research results to document the 
effectiveness of riparian areas in reducing other pollutant loads.  Riparian areas 
provided a median of 65 percent removal of phosphorus load (USEPA, 1993).  The 
primary mechanism for phosphorus removal is the deposition of phosphorus associated 
with sediments (Brinson et al., 1984; Walbridge and Struthers 1993).  Dissolved 
phosphorus is primarily removed from runoff through adsorption by clay particles 
(Cooper and Gilliam, 1987).  USEPA (1993) found that riparian areas can remove up to 
50 percent of the suspended sediment loads. 
 
David W. Smith Consulting (1990) estimated that ninety-two percent (92%) of the 
riparian areas have been lost in the Laguna and Santa Rosa Plain.  Pollutant loading 
reduction from riparian wetlands was assumed to represent the maximum amount of 
assimilative capacity possible based on published effectiveness.  Based on USEPA 
published estimates of pollutant load removal, pre-settlement total phosphorus and total 
nitrogen loads were reduced by 65 percent and 85 percent, respectively.  Pollutant 
loading reduction from current riparian areas was reduced proportionally with the 
percent loss of these areas assuming the same degree of loss in landscape assimilative 
capacity as compared to pre-settlement conditions.  Therefore, estimates of current total 
phosphorus and total nitrogen loads were reduced by 2.8% and 1.2%, respectively, by 
current riparian areas.   
 
 
Perennial Wetlands 
Perennial wetland microbial populations can transform and remove nutrients from runoff 
from the pre-settlement landscape.  The conceptual model for estimating pre-settlement 
nutrient loading is based on the reduction of loading by perennial wetland areas before 
discharge to receiving waters.  Hydrologic conditions are extremely important to 
wetlands structure and function by affecting anaerobic bacterial activity and nutrient 
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availability.  Physical wetland features, such as hydroperiod, water depths, and 
saturation duration, affect processes that support the biotic functions of the wetland 
system. 
 
PREWet, a simple wetland model developed by the U.S. Army Corps of Engineers, was 
used to estimate the amount of water quality improvement provided by the perennial 
wetlands (Dortch and Gerald, 1995).  With basic characteristics about the wetland, 
pollutant removal efficiency can be computed for total suspended solids, biochemical 
oxygen demand, and nutrients.  The removal efficiency depends on the wetland 
detention time and the removal rate for the constituent. The model calculates removal 
rate coefficients based on ambient conditions and a number of processes, such as 
microbial metabolism, adsorption, volatilization, denitrification, and settling.  The model 
computes wetland outflow concentrations for each constituent.  Current perennial 
wetland areas were identified form the spatial data compiled by the 2003 County of 
Sonoma County General Land Use Plan.    
 
 
Load Reductions from Wetland Assimilation 
 
Reduction in loads from both riverine and perennial wetland areas was applied to the 
current and pre-European settlement load duration curves derived for each of the 
historical open water catchment areas in Butkus (2010).  The load duration curves 
presented show the net load delivered to wetland areas prior to discharge to receiving 
waters.  These catchment loads were reduced based on the catchment-specific riverine 
and perennial wetland areas.  
 
Results of pollutant load reduction from wetland removal were compared for the median 
return period (Table 14).  Most of the pollutant load removal by wetland assimilation has 
been lost due to the smaller areas of wetland found currently as compared to pre-
settlement conditions. 
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Table 14.   Wetland Loading Assimilation 


Historical 
Catchment 


Total Phosphorus  Total Nitrogen  
Pre-


Settlement 
Load 


Removal 


Current 
Load 


Removal 


Change in 
Load 


Reduction 


Pre-
Settlement 


Load 
Removal 


Current 
Load 


Removal 


Change in 
Load 


Reduction 


Cunningham 
Lake  


89% 6% -83% 73% 5% -68% 


Sebring Lake  75% 8% -67% 33% 6% -27% 
Ballard Lake  68% 3% -65% 8% 2% -6% 
Lower Laguna 
Catchment 


77% 8% -69% 38% 7% -31% 


Laguna 
Watershed 


77% 6% -71% 38% 5% -33% 


 
 
Nutrient Loading to Receiving Waters 
 
Catchment loading rates to the receiving water after wetland assimilation was compared 
visually with load duration curves (Figures 29 to 32) and are shown in Table 15 for the 
median return period.  Current nutrient loads to receiving water have increased by 
several orders of magnitude over pre-settlement times. 
 
Table 15.  Current and Pre-Settlement Nutrient Loading Rates 


Historical 
Catchment 


Total Phosphorus Total Nitrogen 
Pre-


Settlement 
Load  


(lbs/ac-yr) 


Current 
Load 


(lbs/ac-
yr) 


Change 
in Load 


(%) 


Pre-
Settlement 


Load 
(lbs/ac-yr) 


Current 
Load 


(lbs/ac-
yr) 


Change 
in Load 


(%) 


Cunningham 
Lake  


0.04 2.26 4,921% 0.04 3.68 8,524% 


Sebring Lake  0.11 1.90 1,602% 0.12 3.67 3,018% 
Ballard Lake  0.13 1.38 972% 0.13 2.19 1,553% 
Lower 
Laguna 
Catchment 


0.05 1.81 3,430% 0.06 2.94 4,666% 


Laguna 
Watershed 


0.09 1.86 2,481% 0.10 3.25 4,218% 


 
Total annual phosphorus loads were derived for a median return period year for the 
entire Laguna watershed area to include the effect of wetland assimilation (Table 16; 
Figure 33).  Estimates of wetland assimilation of land cover loads are similar for both 
pre-settlement and current conditions.  A small percentage reduction (i.e., 6%) to the 
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high current land cover load results in a similar load reduction as a large percentage 
reduction (i.e. 77%) to the relatively low pre-settlement land cover load.  Even if all 
wetland assimilation function could be returned to the landscape, the annual loading 
would still be 23 times greater due to the conversion of land use.  
 
Table 16.  Current and Pre-Settlement Annual Total Phosphorus Loading 
Period Land Cover Load 


(lbs/year) 
Wetland 


Load 
Removal 


(%) 


Wetland 
Assimilation 


(lbs/year) 


Receiving 
Water Load 


(lbs/year) 


Pre-settlement 15,024 77% -11,586 3,438 


Current 302,499 6% -19,069 283,430 


Current with  
Pre-settlement wetland 
assimilation 


302,499 77% -232,924 69,574 
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Figures 
 


 
 
Figure 1.  Laguna Watershed Current Loading Conceptual Model 
 
 


 
 
Figure 2.  Laguna Watershed Pre-European Settlement Loading Conceptual Model 
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Figure 3.  Current Laguna Watershed Land Cover Areas 
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Figure 4.  Laguna Watershed Land Cover Map prior to European Settlement 
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Figure 5.  Dry Period Total Phosphorus Load from Selected Land Covers 
Box plots provide a concise graphical display summarizing the distribution of a data set (Helsel and Hirsch, 2002).  
The top and bottom of the box represent the lower and upper quartiles with the band near the middle of the box 
showing the median.  The whiskers represent the 10


th
 and 90


th
 percentiles.  The mean is shown as a cross system on 


the box plot.   


 


 
Figure 6.  Wet Period Total Phosphorus Load from Selected Land Covers 
Box plots provide a concise graphical display summarizing the distribution of a data set (Helsel and Hirsch, 2002).  
The top and bottom of the box represent the lower and upper quartiles with the band near the middle of the box 
showing the median.  The whiskers represent the 10


th
 and 90


th
 percentiles.  The mean is shown as a cross system on 


the box plot.   
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Figure 7.  Dry Period Total Nitrogen Load from Selected Land Covers 
Box plots provide a concise graphical display summarizing the distribution of a data set (Helsel and Hirsch, 2002).  
The top and bottom of the box represent the lower and upper quartiles with the band near the middle of the box 
showing the median.  The whiskers represent the 10


th
 and 90


th
 percentiles.  The mean is shown as a cross system on 


the box plot.   


 


 
 
Figure 8.  Wet Period Total Nitrogen Load from Selected Land Covers 
Box plots provide a concise graphical display summarizing the distribution of a data set (Helsel and Hirsch, 2002).  
The top and bottom of the box represent the lower and upper quartiles with the band near the middle of the box 
showing the median.  The whiskers represent the 10


th
 and 90


th
 percentiles.  The mean is shown as a cross system on 


the box plot.   
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Figure 9.  Forest Land Cover Total Phosphorus Load Duration Curve 
 


 
Figure 10.  Rangeland Land Cover Total Phosphorus Load Duration Curve 
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Figure 11.  Cropland & Pasture Land Cover Total Phosphorus Load Duration Curve 
 


 
Figure 12.  Orchards & Vineyards Land Cover Total Phosphorus Load Duration Curve 
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Figure 13.  Nonsewered Residential Land Cover Total Phosphorus Load Duration Curve 
 


 
Figure 14.  Sewered Residential Land Cover Total Phosphorus Load Duration Curve 
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Figure 15.  Commercial Land Cover Total Phosphorus Load Duration Curve 
 


 
Figure 16.  Oak Savanna Land Cover Total Phosphorus Load Duration Curve 
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Figure 17.  Forest Land Cover Total Nitrogen Load Duration Curve 
 


 
Figure 18.  Rangeland Land Cover Total Nitrogen Load Duration Curve 
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Figure 19.  Cropland & Pasture Land Cover Total Nitrogen Load Duration Curve 
 


 
Figure 20.  Orchards & Vineyards Land Cover Total Nitrogen Load Duration Curve 
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Figure 21.  Nonsewered Residential Land Cover Total Nitrogen Load Duration Curve 
 


 
Figure 22.  Sewered Residential Land Cover Total Nitrogen Load Duration Curve 
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Figure 23.  Commercial Land Cover Total Nitrogen Load Duration Curve 
 


 
Figure 24.  Oak Savanna Land Cover Total Nitrogen Load Duration Curve 
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Figure 25.  Median Wet and Dry Period Total Phosphorus Loading Rates by Land Cover 
 


 
 
Figure 26.  Land Cover Median Total Phosphorus Loading Rates by Wet and Dry Period 
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File: Laguna de Santa Rosa TMDL -40- December 8, 2011 
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Figure 27.  Median Wet and Dry Period Total Phosphorus Annual Loading by Land 
Cover 
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File: Laguna de Santa Rosa TMDL -41- December 8, 2011 
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Figure 28.  Catchment Areas of Historical Open Water Areas.  
 
  







File: Laguna de Santa Rosa TMDL -42- December 8, 2011 
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Figure 29.  Pre-settlement Total Phosphorus Receiving Water Loading by Catchment 
 


 
Figure 30.  Current Total Phosphorus Receiving Water Loading by Catchment 
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File: Laguna de Santa Rosa TMDL -43- December 8, 2011 
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Figure 31.  Pre-settlement Total Nitrogen Receiving Water Loading by Catchment 
 


 
Figure 32.  Current Total Nitrogen Receiving Water Loading by Catchment 
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File: Laguna de Santa Rosa TMDL -44- December 8, 2011 
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Figure 33.  Current and Pre-settlement Laguna watershed Annual Total Phosphorus 
Loads   
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acre 0.4047 hectare
square foot (ft2) 0.0929 square meter
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Volume


acre-foot (acre-ft) 1,233 cubic meter
cubic foot (ft3) 28.32 liter
cubic foot (ft3) 0.02832 cubic meter


million gallons (Mgal) 3,785 cubic meter


Flow rate


cubic foot per second (ft3/s) 0.02832 cubic meter per second
million gallons per day (Mgal/d) 0.04381 cubic meter per second
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Techniques for Estimating Selected Streamflow 
Characteristics of Rural, Unregulated Streams in Ohio
by G.F. Koltun and Matthew T. Whitehead

ABSTRACT 


This report provides equations for estimating 
mean annual streamflow, mean monthly stream-
flows, harmonic mean streamflow, and streamflow 
quartiles (the 25th-, 50th-, and 75th-percentile 
streamflows) as a function of selected basin char-
acteristics for rural, unregulated streams in Ohio. 
The equations were developed from streamflow 
statistics and basin-characteristics data for as 
many as 219 active or discontinued streamflow-
gaging stations on rural, unregulated streams in 
Ohio with 10 or more years of homogenous daily 
streamflow record. Streamflow statistics and 
basin-characteristics data for the 219 stations are 
presented in this report. 


Simple equations (based on drainage area 
only) and best-fit equations (based on drainage 
area and at least two other basin characteristics) 
were developed by means of ordinary least-
squares regression techniques. Application of the 
best-fit equations generally involves quantifica-
tion of basin characteristics that require or are 
facilitated by use of a geographic information sys-
tem. In contrast, the simple equations can be used 
with information that can be obtained without use 
of a geographic information system; however, the 
simple equations have larger prediction errors than 
the best-fit equations and exhibit geographic 
biases for most streamflow statistics. The best-fit 
equations should be used instead of the simple 
equations whenever possible. 


INTRODUCTION 


The U.S. Geological Survey (USGS) has operated continu-
ous-record streamflow-gaging stations in Ohio since 1898. 
Statistics of long-term streamflow data collected at these 
gaging stations frequently are used to guide the design and 
operation of hydraulic structures and water- and wastewater-
treatment facilities. 


Streamflow data are available for a relatively small 
number of streams and stream locations around the State. 
Consequently, methods for estimating streamflow statistics 
are needed to answer questions about design and operation 
of hydraulic structures and water- and wastewater-treatment 
facilities where streamflow measurements are lacking. To 
meet this need, the USGS, in cooperation with the Ohio 
Department of Natural Resources, Division of Water, and the 
Ohio Department of Transportation, did a study to compute 
or compile selected streamflow statistics and to develop 
equations for estimating those statistics as a function of 
selected basin characteristics. 


Purpose and Scope
The purpose of this report is to (1) present statistics of mean 
annual streamflow, mean monthly streamflows, harmonic 
mean streamflow, and the 25th-, 50th-, and 75th-percentile 
(quartile) streamflows for all active and discontinued rural, 
unregulated1 streamflow-gaging stations in Ohio with 10 or 
more years of homogenous daily streamflow record and (2) 
present equations from which those streamflow statistics can 
be estimated as a function of selected basin characteristics.


Data from 219 streamflow-gaging stations were used 
to develop equations for estimating mean annual streamflow 


1In this report, “unregulated” refers to the absence of appre-
ciable direct human influence on the streamflow statistic being 
considered. Streamflow at a given gaging station may be unregu-
lated with respect to one or more streamflow statistics and regu-
lated with respect to others.
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as a function of drainage area only. Data from 215 stations 
were used to develop the best-fit equations for estimating 
mean annual streamflow. Depending on the streamflow sta-
tistic being considered and the combination of explanatory 
variables used, data from 109 to 129 stations were used to 
develop equations for estimating mean monthly stream-
flows, harmonic mean streamflow, and 25th-, 50th-, and 
75th-percentile streamflows. 


The eligible record period used to compute the 
streamflow statistics varied by statistic because the statistics 
were not all determined at the same time. Harmonic mean 
streamflow statistics used in this report were based on appli-
cable streamflow data collected through September 1997. 
Mean monthly streamflows and the 25th-, 50th-, and 75th-
percentile streamflow statistics were based on applicable 
streamflow data collected through September 1998. Mean 
annual streamflow statistics were based on applicable 
streamflow data collected through September 1999.


Previous Studies
Antilla (1970) presented equations for estimating a variety of 
streamflow statistics for rural, unregulated streams in Ohio. 
That report provided equations for estimating mean annual 
streamflow and mean monthly streamflows; however, equa-
tions for estimating the harmonic mean streamflow and the 
25th-, 50th-, and 75th-percentile streamflows have not been 
published previously for Ohio. Several other studies have 
been done in which equations were presented for estimating 
streamflow statistics for Ohio streams (Johnson and Metz-
ker, 1981; Koltun and Schwartz, 1987; Koltun and Roberts, 
1990; Sherwood, 1993a,b; Straub, 2001); however, the Anti-
lla study was the only one that provided equations for esti-
mating any of the streamflow statistics considered in this 
study. 


Acknowledgments
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COMPILATION OF STREAMFLOW DATA


The USGS Automated Data Processing System (Bartho-
loma, 1997) was used to retrieve daily average streamflow 
data for 219 streamflow-gaging stations throughout Ohio 
(fig. 1; table 1). Selection of these 219 stations was based 
upon availability of 10 or more years of daily streamflow 
record that was unregulated with respect to one or more of 
the streamflow statistics of interest. Some streamflow statis-
tics are insensitive to certain types of regulation, whereas 
other streamflow statistics are not. For example, streamflow 


at a gaging station downstream from a reservoir may be 
appreciably regulated with respect to mean monthly stream-
flows because water that enters the reservoir during high-
flow months can be stored and released during low-flow 
months; however, streamflow at that same gaging station 
effectively may be unregulated with respect to the mean 
annual streamflow if the volume of water that is placed into 
storage is released during the same year.


DETERMINATION OF STREAMFLOW 
STATISTICS


Mean monthly and annual mean streamflows were computed 
by means of the National Water Information System pro-
gram DVMAS (Daily Values Monthly and Annual Statistics) 
(Bartholoma, 1997). The mean annual streamflow ( ) is 
defined as 


, (1)


where  is annual mean streamflow for the ith year and 
 is the number of annual mean streamflows. Similarly, 


the mean monthly streamflow ( ) is defined as 


, (2)


where  is the monthly mean streamflow (for a given 
month) for the ith year and  is the number of monthly 
mean streamflows. 


The harmonic mean streamflow was computed by 
means of the USGS BIOFLO (version 2.0) program (Straub, 
2001), which is an interactive version of the U.S. Environ-
mental Protection Agency's DFLOW program (Rossman, 
1990). The harmonic mean streamflow has been employed 
in studies of the effects of contaminants on human health 
because it can be used to compute the average exposure con-
centration of a contaminant given an average contaminant 
loading rate. The Ohio Environmental Protection Agency 
(1996) uses the harmonic mean streamflow as the design 
flow for human health criteria.
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Figure 1.  Location of streamflow-gaging stations used in the analyses.
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Table 1. Streamflow-gaging stations and corresponding  years and periods of record used in the analyses
[Stations are in downstream order.  –, not applicable; wy, water year (the period Oct.1–Sept. 30, designated by the calendar year in which it ends); PR, 
present (September 30, 1999)]


Site
num-
ber


Station 
number


Station name


Period of 
continu-


ous
gage 


operation
(wy)


Number of years and period of record 
used in the analyses of


 Mean  annual 
streamflow                                     


 Mean monthly,
harmonic mean, 


and
25th-, 50th-, and 
75th-percentile


streamflows


years wy years wy


1 03086500 Mahoning River at Alliance 1941-93 52 1942-93 0 –


2 03088000 Deer Creek at Limaville 1942-51 10 1942-51 0 –


3 03089500 Mill Creek near Berlin Center 1942-72 30 1942-71 30 1943-71


4 03090500 Mahoning River below Berlin Dam near Berlin Center 1931-92 61 1931-91 0 –


5 03091500 Mahoning River at Pricetown 1929-PR 69 1930-98 0 –


6 03092000 Kale Creek near Pricetown 1941-93 48 1942-89 48 1942-89


7 03092090 West Branch Mahoning River near Ravenna 1966-93 28 1966-93 28 1966-93


8 03092460 West Branch Mahoning River at Wayland 1969-92 23 1969-91 0 –


9 03092500 West Branch Mahoning River near Newton Falls 1927-82 55 1927-81 40 1927-66


10 03093000 Eagle Creek at Phalanx Station 1926-34,
1938-PR


69 1927-34,
1938-98


69 1927-34,
1939-98a


11 03094000 Mahoning River at Leavittsburg 1941-PR 57 1942-98 0 –


12 03094500 Mahoning River at Warren 1925-35 11 1925-35 0 –


13 03095500 Mosquito Creek below Mosquito Creek Dam near Cortland 1926-29,
1943-92


51 1927-29,
1944-91


0 –


14 03096000 Mosquito Creek at Niles 1929-51 22 1930-51 13 1930-43


15 03097550 Mahoning River at Ohio Edison Power Plant at Niles 1988-PR 10 1988-98 0 –


16 03098000 Mahoning River at Youngstown 1922-82 61 1922-82 0 –


17 03098500 Mill Creek at Youngstown 1944-71 28 1944-71 0 –


18 03098600 Mahoning River below West Avenue at Youngstown 1988-PR 10 1988-98 0 –


19 03099500 Mahoning River at Lowellville 1943-71,
1973-92


47 1944-71,
1973-91


0 –


20 03102950 Pymatuning Creek at Kinsman 1966-94 29 1966-94 29 1966-94


21 03109000 Lisbon Creek at Lisbon 1947-62 16 1947-62 16 1947-62


22 03109500 Little Beaver Creek near East Liverpool 1916-PR 82 1916-98 82 1916-98


23 03110000 Yellow Creek near Hammondsville 1941-PR 57 1942-98 57 1942-98a


24 03110500 Yellow Creek at Hammondsville 1915-35 20 1916-35 20 1916-35


25 03111500 Short Creek near Dillonvale 1942-PR 57 1942-98 57 1942-98a


26 03111548 Wheeling Creek below Blaine 1983-87,
1989-PR


14 1984-87,
1989-98


14 1984-87,
1989-98a


27 03114000 Captina Creek at Armstrongs Mills 1927-35,
1959-PR


49 1927-35,
1959-98


49 1927-35,
1959-98a


28 03115400 Little Muskingum River at Bloomfield 1959-81,
1996-PR


26 1959-81,
1996-98


26 1959-81,
1996-98a

4 Techniques for Estimating Selected Streamflow Characteristics of Rural, Unregulated Streams in Ohio







29 03115500 Little Muskingum River at Fay 1915-18,
1926-35


13 1916-18,
1926-35


11 1916-18,
1926-35


30 03116000 Tuscarawas River at Clinton 1926-79 52 1927-78 0 –


31 03116200 Chippewa Creek at Easton 1961-82 21 1961-81 0 –


32 03117000 Tuscarawas River at Massillon 1938-PR 60 1939-98 0 –


33 03117500 Sandy Creek at Waynesburg 1939-PR 59 1940-98 59 1940-98a


34 03118000 Middle Branch Nimishillen Creek at Canton 1942-PR 56 1942-93,
1995-98


0 –


35 03118500 Nimishillen Creek at North Industry 1922-PR 77 1922-98 0 –


36 03119000 Sandy Creek at Sandyville 1924-47 24 1924-47 24 1924-47


37 03120500 McGuire Creek near Leesville 1939-90,
1992


52 1939-90 0 –


38 03121500 Indian Fork below Atwood Dam near Cumberland 1961-75 15 1961-75 0 –


39 03122500 Tuscarawas River below Dover Dam near Dover 1924-92 68 1924-91 13 1924-36


40 03123000 Sugar Creek above Beach City Dam at Beach City 1945-75 30 1946-75 0 –


41 03124000 Sugar Creek below Beach City Dam near Beach City 1939-91 53 1939-91 0 –


42 03124500 Sugar Creek at Strasburg 1932,
1936-38,
1962-PR


41 1932,
1936-38,
1962-98


0 –


43 03125000 Home Creek near New Philadelphia 1937-80 42 1938-79 42 1938-79


44 03126000 Stillwater Creek at Piedmont 1939-93 52 1940-91 0 –


45 03127000 Stillwater Creek at Tippecanoe 1939-93 52 1940-91 0 –


46 03127500 Stillwater Creek at Uhrichsville 1922-93 68 1923-91 14 1922-36


47 03128500 Little Stillwater Creek below Tappan Dam at Tappan 1939-93 53 1939-91 0 –


48 03129000 Tuscarawas River at Newcomerstown 1922-PR 77 1922-98 13 1924-36


49 03130000 Black Fork below Charles Mill Dam near Mifflin 1939-93 52 1940-91 0 –


50 03130500 Touby Run at Mansfield 1947-78 32 1947-78 32 1947-78


51 03131500 Black Fork at Loudonville 1931-93 60 1932-91 0 –


52 03132000 Clear Fork at Butler 1945-75 30 1946-75 0 –


53 03133500 Clear Fork below Pleasant Hill Dam near Perrysville 1939-86,
1988-93


51 1940-86,
1988-91


0 –


54 03134000 Jerome Fork at Jeromeville 1926-49 24 1926-49  24 1926-49


55 03135000 Lake Fork below Mohicanville Dam near Mohicanville 1939-93 55 1939-93 0 –


56 03136000 Mohican River at Greer 1922-82 60 1922-81 15 1922-36


57 03136500 Kokosing River at Mount Vernon 1954-PR 45 1954-98 45 1954-98a


Table 1. Streamflow-gaging stations and corresponding  years and periods of record used in the 
analyses—Continued
[Stations are in downstream order.  –, not applicable; wy, water year (the period Oct.1–Sept. 30, designated by the calendar year in which it ends); PR, 
present (September 30, 1999)]


Site
num-
ber


Station 
number


Station name


Period of 
continu-


ous
gage 


operation
(wy)


Number of years and period of record 
used in the analyses of


 Mean  annual 
streamflow                                     


 Mean monthly,
harmonic mean, 


and
25th-, 50th-, and 
75th-percentile


streamflows


years wy years wy
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58 03137000 Kokosing River at Millwood 1922-74 53 1922-74 53 1922-74


59 03138500 Walhonding River below Mohawk Dam at Nellie 1922-92 70 1922-91 15 1922-36


60 03139000 Killbuck Creek at Killbuck 1931-PR 68 1931-98 68 1932-98a


61 03140000 Mill Creek near Coshocton 1937-PR 61 1938-98 61 1938-98a


62 03140500 Muskingum River near Coshocton 1937-PR 62 1937-98 0 –


63 03141500 Seneca Fork below Senecaville Dam near Senecaville 1938-93 52 1939-91 0 –


64 03142000 Wills Creek at Cambridge 1927-28,
1938-PR


62 1927-28,
1938-97


0 –


65 03142200 Salt Fork near Cambridge 1956-68 11 1957-67 11 1957-67


66 03142500 Wills Creek at Birds Run 1928-39 10 1929-38 0 –


67 03143500 Wills Creek below Wills Creek Dam at Wills Creek 1939-92 53 1939-91 0 –


68 03144000 Wakatomika Creek near Frazeysburg 1937-PR 63 1937-98 63 1937-98a


69 03144500 Muskingum River at Dresden 1922-85 63 1922-84 15 1922-36


70 03145000 South Fork Licking River near Hebron 1940-48,
1969-PR


39 1940-48,
1969-98


0 –


71 03146000 North Fork Licking River at Utica 1940-48,
1970-83


22 1940-48,
1970-82


22 1940-48,
1970-82


72 03146500 Licking River near Newark 1940-PR 59 1940-98 59 1940-98a


73 03147000 Licking River at Toboso 1903-06,
1922-61


41 1905,
1922-61


41 1905,
1922-61


74 03147500 Licking River below Dillon Dam near Dillon Falls 1940-92 53 1940-92 20 1940-59


75 03149500 Salt Creek near Chandlersville 1936-47 12 1936-47 12 1936-47


76 03150000 Muskingum River at McConnelsville 1922-93 71 1922-92 14 1922-35


77 03156000 Hunters Run at Lancaster 1956-80 23 1957-79 0 –


78 03156400 Hocking River at Lancaster 1956-75 18 1957-74 0 –


79 03157000 Clear Creek near Rockbridge 1940-PR 59 1940-98 59 1940-98a


80 03157500 Hocking River at Enterprise 1931-PR 67 1932-98 67 1932-98a


81 03159000 Sunday Creek at Glouster 1952-81 27 1952-78 0 –


82 03159500 Hocking River at Athens 1916-PR 66 1916-76,
1994-98


37 1916-52


83 03159510 Hocking River below Athens 1977-93 16 1977-92 0 –


84 03159540 Shade River near Chester 1966-PR 32 1966-98 32 1966-84,
1986-98a


85 03201600 Sandy Run above Big Four Hollow Creek near Lake Hope 1971-82 11 1971-81 11 1971-81


86 03201700 Big Four Hollow Creek near Lake Hope 1971-83 12 1971-82 12 1971-82


Table 1. Streamflow-gaging stations and corresponding  years and periods of record used in the 
analyses—Continued
[Stations are in downstream order.  –, not applicable; wy, water year (the period Oct.1–Sept. 30, designated by the calendar year in which it ends); PR, 
present (September 30, 1999)]
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87 03201800 Sandy Run near Lake Hope 1958-79 21 1958-78 0 –


88 03202000 Raccoon Creek at Adamsville 1916-35,
1939-85,
1992-PR


74 1916-35,
1939-86,
1992,
1994-98


74 1916-35,
1939-85,
1992-98a


89 03217500 Scioto River at LaRue 1927-35,
1939-51


22 1927-35,
1939-51


22 1927-35,
1939-51


90 03218000 Little Scioto River above Marion 1939-72 33 1939-71 33 1939-71


91 03218500 Little Scioto River at sewage treatment plant near Marion 1925-36,
1938-39


10 1926-35 0 –


92 03219500 Scioto River near Prospect 1926-32,
1940-PR


66 1926-32,
1940-98


66 1926-32,
1940-98a


93 03219590 Bokes Creek near Warrensburg 1983-PR 15 1983-97 15 1983-97


94 03219600 Eagon Run near Warrensburg 1950-62 12 1950-52,
1954-62


12 1950-52,
1954-62


95 03220000 Mill Creek near Bellepoint 1943-PR 55 1944-98 55 1944-98a


96 03221000 Scioto River below O’Shaughnessy Dam near Dublin 1922-PR 77 1922-98 0 –


97 03223000 Olentangy River at Claridon 1947-PR 52 1947-98 52 1947-98a


98 03224500 Whetstone Creek near Ashley 1955-74 20 1955-74 20 1955-74


99 03225500 Olentangy River near Delaware 1924-34,
1939-PR


70 1925-34,
1939-98


18 1925-34,
1940-47


100 03226500 Olentangy River at Stratford 1934-36
1938-58


21 1935,
1939-58


12 1939-50


101 03226800 Olentangy River near Worthington 1956-85,
1992,


1996-PR


29 1956-84 0 –


102 03227500 Scioto River at Columbus 1921-PR 77 1922-98 0 –


103 03228000 Scioto Big Run at Briggsdale 1947-58 12 1947-58 12 1947-58


104 03228500 Big Walnut Creek at Central College 1939-PR 60 1939-98 15 1939-53


105 03228805 Alum Creek at Africa 1964-PR 35 1964-98 10 1964-73


106 03229000 Alum Creek at Columbus 1924-35,
1939-PR


72 1924-35,
1939-98


44 1924-35,
1939-73


107 03229500 Big Walnut Creek at Rees 1922-35,
1939-PR


73 1922-35,
1940-98


28 1922-35,
1940-53


108 03230000 Scioto River near Circleville 1939-56 17 1940-56 0 –


109 03230500 Big Darby Creek at Darbyville 1922-35,
1939-PR


74 1922-35,
1939-98


74 1922-35,
1939-98a


Table 1. Streamflow-gaging stations and corresponding  years and periods of record used in the 
analyses—Continued
[Stations are in downstream order.  –, not applicable; wy, water year (the period Oct.1–Sept. 30, designated by the calendar year in which it ends); PR, 
present (September 30, 1999)]
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110 03230800 Deer Creek at Mount Sterling 1967-81,
1996-PR


18 1967-81
1996-98


18 1967-81
1996-98a


111 03230900 Deer Creek near Pancoastburg 1967-PR 31 1967-97 0 –


112 03231000 Deer Creek at Williamsport 1927-35,
1939-56,
1962-92


56 1927-35,
1939-56,
1963-91


29 1927-35,
1939-56,
1964-67


113 03231500 Scioto River at Chillicothe 1921-PR 78 1921-98 0 –


114 03232000 Paint Creek near Greenfield 1927-35,
1940-56,
1967-81,
1996-PR


44 1927-35,
1940-56,
1967-81
1996-98


44 1927-35,
1940-56,
1967-81
1996-98a


115 03232300 Rattlesnake Creek at Centerfield 1971-82 10 1972-81 10 1972-81


116 03232470 Paint Creek near Bainbridge 1968-92 24 1968-91 0 –


117 03232500 Rocky Fork near Barretts Mills 1940-PR 58 1940-98 13 1940-52


118 03234000 Paint Creek near Bourneville 1922-36,
1939-PR


72 1924-36,
1940-98


26 1924-36,
1940-52


119 03234300 Paint Creek at Chillicothe 1986-PR 13 1986-98 0 –


120 03234500 Scioto River at Higby 1931-PR 68 1931-98 0 –


121 03235000 Salt Creek at Tarlton 1947-61 15 1947-61 15 1947-61


122 03235500 Tar Hollow Creek at Tar Hollow State Park 1947-79 32 1947-78 32 1947-78


123 03236000 Salt Creek near Londonderry 1939-50 12 1939-50 12 1939-50


124 03237280 Upper Twin Creek at McGaw 1964-PR 35 1964-98 30 1964-93


125 03237500 Ohio Brush Creek near West Union 1927-35,
1941-PR


67 1927-35,
1941-98


65 1927-35,
1941-97


126 03238500 Whiteoak Creek near Georgetown 1924-35,
1940-PR


70 1925-35,
1940-98


70 1925-35,
1940-98a


127 03240000 Little Miami River near Oldtown 1953-PR 46 1953-98 46 1953-98a


128 03240500 North Fork Massie Creek at Cedarville 1954-68 14 1955-68 14 1955-68


129 03241000 South Fork Massie Creek near Cedarville 1954-68 14 1955-68 14 1955-68


130 03241500 Massies Creek at Wilberforce 1953-PR 46 1953-98 46 1953-98a


131 03242000 Little Miami River at Spring Valley 1926-35,
1940-51


22 1926-35,
1940-51


0 –


132 03242050 Little Miami River near Spring Valley 1968-85 15 1969-83 15 1969-83


133 03242150 Caesar Creek near Xenia 1900,
1968-84


15 1969-83 0 –


134 03242200 Anderson Fork near New Burlington 1968-84 15 1969-83 15 1969-83


135 03242300 Caesar Creek at Harveysburg 1961-75 14 1961-74 14 1961-74


Table 1. Streamflow-gaging stations and corresponding  years and periods of record used in the 
analyses—Continued
[Stations are in downstream order.  –, not applicable; wy, water year (the period Oct.1–Sept. 30, designated by the calendar year in which it ends); PR, 
present (September 30, 1999)]
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136 03242500 Little Miami River at Fort Ancient 1940-51 12 1940-51 12 1940-51


137 03244000 Todd Fork near Roachester 1952-75 22 1953-74 0 –


138 03245500 Little Miami River at Milford 1916-17,
1926-36,
1939-PR


73 1916-17,
1926-36,
1939-98


49 1916-17,
1926-36,
1939-74


139 03246200 East Fork Little Miami River near Marathon 1968-84 15 1969-83 15 1969-83


140 03246500 East Fork Little Miami River at Williamsburg 1949-53,
1961-74


18 1950-53,
1961-74


18 1950-53,
1961-74


141 03247050 East Fork Little Miami River near Batavia 1965-94 29 1966-94 11 1966-76


142 03247500 East Fork Little Miami River at Perintown 1916-17,
1926-PR


75 1916-17,
1926-98


26 1916-17,
1926-49


143 03255500 Mill Creek at Reading 1939-93 52 1940-91, 0 –


144 03257500 West Fork Mill Creek at Woodlawn 1953-86 28 1956-83 0 –


145 03258000 West Fork Mill Creek at Lockland 1939-57 17 1940-41
1943-57


0 –


146 03259000 Mill Creek at Carthage 1948-PR 51 1948-98 0 –


147 03260700 Bokengehalas Creek near De Graff 1958-96 34 1958-91 34 1958-91


148 03260800 Stony Creek near De Graff 1958-76 18 1958-75 18 1958-75


149 03261500 Great Miami River at Sidney 1915-PR 84 1915-98 0 –


150 03261950 Loramie Creek near Newport 1965-PR 34 1965-98 0 –


151 03262000 Loramie Creek at Lockington 1916-PR 82 1916-18,
1920-98


0 –


152 03262700 Great Miami River at Troy 1963-PR 36 1963-98 0 –


153 03263000 Great Miami River at Taylorsville 1915-17,
1922-PR


76 1923-98 0 –


154 03264000 Greenville Creek near Bradford 1931-PR 66 1932-98 62 1932-54,
1958-98a


155 0326500 Stillwater River at Pleasant Hill 1917-28
1935-PR


75 1917-28,
1936-98


75 1917-28
1936-98a


156 03266000 Stillwater River at Englewood 1926-PR 72 1926-98 0 –


157 03266500 Mad River at Zanesfield 1947-78 33 1947-79 33 1947-79


158 03267000 Mad River near Urbana 1926-31,
1940-PR


65 1926-31,
1940-98


65 1926-31,
1940-98a


159 03267500 Mad River at Tremont City 1931-33
1966-75


10 1932,
1966-74


0 –


160 03268000 Buck Creek at New Moorefield 1943-58,
1973-76


16 1943-58 16 1943-58


Table 1. Streamflow-gaging stations and corresponding  years and periods of record used in the 
analyses—Continued
[Stations are in downstream order.  –, not applicable; wy, water year (the period Oct.1–Sept. 30, designated by the calendar year in which it ends); PR, 
present (September 30, 1999)]
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161 03268500 Beaver Creek near Springfield 1943-58,
1973-76


19 1943-58,
1974-76


19 1943-58,
1974-76


162 03269000 Buck Creek at Springfield 1915-21,
1925-49,
1973-74


33 1915-21,
1925-49,
1974


0 –


163 03269500 Mad River near Springfield 1905-06,
1915-PR


85 1905,
1915-98


0 –


164 03270000 Mad River near Dayton 1915-PR 80 1916-21,
1925-98


0 –


165 03270500 Great Miami River at Dayton 1914-PR 85 1914-98 0 –


166 03270800 Wolf Creek at Trotwood 1963-86 24 1963-86 24 1963-86


167 03271000 Wolf Creek at Dayton 1939-50,
1987-96


22 1939-50,
1987-96


22 1939-50,
1987-96


168 03271800 Twin Creek near Ingomar 1963-PR 36 1963-98 36 1963-98a


169 03272000 Twin Creek near Germantown 1915-23,
1927-PR


80 1915-23,
1928-98


80 1915-23,
1928-98a


170 03272700 Sevenmile Creek at Camden 1972-PR 27 1972-98 27 1972-98a


171 03272800 Sevenmile Creek at Collinsville 1960-72 12 1961-72 12 1961-72


172 03273500 Fourmile Creek near Hamilton 1938-60 23 1938-60 17 1938-55


173 03274000 Great Miami River at Hamilton 1911-18
1928-PR


70 1928-98 0 –


174 03274500 Great Miami River at Venice 1915-27,
1932-33


12 1916-27 0 –


175 04177000 Ottowa River at University of Toledo 1946-48,
1977-PR


23 1946-48,
1977-86,
1988-98


23 1946-48,
1977-86,


1988-98a


176 04183500 Maumee River at Antwerp 1922-35,
1939-82


56 1922-35,
1940-81


0 –


177 04184500 Bean Creek at Powers 1941-81 41 1941-81 41 1941-81


178 04185000 Tiffin River at Stryker 1922-28,
1941-PR


64 1922-28,
1941-98


0 –


179 04185440 Unnamed tributary to Lost Creek near Farmer 1986-PR 13 1986-98 13 1986-98a


180 04186500 Auglaize River near Fort Jennings 1922-35,
1941-PR


72 1922-35,
1941-98


0 –


181 04187100 Ottawa River at Lima 1989-PR 10 1989-98 0 –


182 04187500 Ottawa River at Allentown 1924-36,
1943-82


50 1924-35,
1944-81


0 –


Table 1. Streamflow-gaging stations and corresponding  years and periods of record used in the 
analyses—Continued
[Stations are in downstream order.  –, not applicable; wy, water year (the period Oct.1–Sept. 30, designated by the calendar year in which it ends); PR, 
present (September 30, 1999)]
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183 04189000 Blanchard River near Findlay 1924-35,
1941-PR


70 1924-35,
1941-98


70 1924-35,
1941-98a


184 04189500 Blanchard River at Glandorf 1921-28,
1947-52


10 1922-27,
1948-51


10 1922-27,
1948-51


185 04191500 Auglaize River near Defiance 1916-PR 84 1913,
1915-98


0 –


186 04192500 Maumee River near Defiance 1925-35,
1940-74,
1979-PR


64 1926-35,
1940-74,
1979-98


0 –


187 04193500 Maumee River at Waterville 1899-01,
1922-35
1940-PR


74 1900-01,
1922-35,
1940-98


0 –


188 04195500 Portage River at Woodville 1929-35,
1940-PR


65 1929-35,
1940-98


19 1929-35,
1940-98a


189 04196000 Sandusky River near Bucyrus 1926-35,
1939-51,
1965-81,
1996-PR


44 1926-35,
1939-51,
1965-81
1995-98


44 1926-35,
1939-51,
1965-81,
1995-98a


190 04196500 Sandusky River near Upper Sandusky 1922-35,
1938-82


57 1922-35,
1939-81


57 1922-35,
1939-81


191 04196800 Tymochtee Creek at Crawford 1965-PR 34 1965-98 0 –


192 04197000 Sandusky River near Mexico 1923-36,
1938-83


56 1924-35,
1939-82


56 1924-35,
1939-82


193 04197020 Honey Creek near New Washington 1976-90 10 1980-89 10 1980-89


194 04197100 Honey Creek at Melmore 1977-PR 22 1977-98 22 1977-98a


195 04197170 Rock Creek at Tiffin 1984-PR 15 1984-98 10 1984-95


196 04198000 Sandusky River near Fremont 1899-01,
1924-35
1939-PR


72 1924-35,
1939-98


72 1924-35,
1939-98a


197 04198500 East Branch Huron River near Norwalk 1924-35 11 1925-35 11 1925-35


198 04199000 Huron River at Milan 1951-80,
1988-PR


42 1951-81,
1988-98


42 1951-81,
1988-98a


199 04199155 Old Woman Creek at Berlin Road near Huron 1988-94,
1996-PR


11 1988-98 10 1988-98a


200 04199500 Vermilion River near Vermilion 1950-81 31 1951-81 31 1951-81


201 04200000 East Branch Black River at Elyria 1922-36 13 1923-35 13 1923-35


202 04200500 Black River at Elyria 1945-PR 54 1945-98 0 –


Table 1. Streamflow-gaging stations and corresponding  years and periods of record used in the 
analyses—Continued
[Stations are in downstream order.  –, not applicable; wy, water year (the period Oct.1–Sept. 30, designated by the calendar year in which it ends); PR, 
present (September 30, 1999)]
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203 04201500 Rocky River near Berea 1924-35,
1944-PR


66 1925-35,
1944-98


0 –


204 04202000 Cuyahoga River at Hiram Rapids 1928-35,
1945-PR


62 1928-35,
1945-98


0 –


205 04204000 Little Cuyahoga River at Mogadore 1946-79 32 1947-78 0 –


206 04204500 Little Cuyahoga River at Massillon Rd Akron 1946-74 28 1947-74 0 –


207 04205000 Springfield Lake Outlet at Akron 1946-49,
1961-74


17 1947-49,
1961-74


0 –


208 04206000 Cuyahoga River at Old Portage 1922-35,
1940-PR


73 1922-35,
1940-98


0 –


209 04207200 Tinkers Creek at Bedford 1963-PR 35 1964-98 35 1964-98a


210 04208000 Cuyahoga River at Independence 1922-23,
1928-35,
1941-PR


67 1922,
1928-35,
1941-98


0 –


211 04208502 Big Creek at Cleveland 1973-86 14 1973-86 0 –


212 04209000 Chagrin River at Willoughby 1926-35,
1940-84,
1989-94,
1996-PR


65 1926-35,
1940-84,
1989-98


10 1989-98a


213 04210000 Phelps Creek near Windsor 1942-59 16 1943-58 16 1943-58


214 04211000 Rock Creek near Rock Creek 1942-66 24 1943-66 24 1943-66


215 04211500 Mill Creek near Jefferson 1942-75 32 1943-74 0 –


216 04212000 Grand River near Madison 1923-35,
1938-74


49 1923-35,
1939-74


49 1923-35,
1939-74


217 04212100 Grand River near Painesville 1975-PR 24 1975-98 24 1975-98a


218 04212500 Ashtabula River near Ashtabula 1924-36,
1939-48,
1950-80


48 1925-35,
1940-47,
1951-79


48 1925-35,
1940-47,
1951-79


219 04213000 Conneaut Creek at Conneaut 1923-35,
1951-PR


60 1923-35,
1951-98


60 1923-35,


1951-98a


a1997 was the last water year of record used to calcuate harmonic mean streamflows 


Table 1. Streamflow-gaging stations and corresponding  years and periods of record used in the 
analyses—Continued
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The harmonic mean streamflow (Qh) is defined as


, (3)


where Qi is the mean streamflow for a given day, Nnz is the 
number of non-zero daily mean streamflows, and Nt is the 
total number of daily mean streamflows. If no zero-flow 
days are in the record, the harmonic mean flow is equal to the 
reciprocal of the mean of the reciprocals of the daily mean 
streamflow data.


The 25th-, 50th-, and 75th-percentile streamflows 
were computed by means of the USGS SWSTAT program 
(version 4.0). The 25th-, 50th-, and 75th-percentile stream-
flows are defined as the streamflows that are greater than or 
equal to 25, 50, and 75 percent of the daily mean stream-
flows, respectively.


Streamflow statistics computed for the 219 stream-
flow-gaging stations considered in this study are presented in 
appendixes 1 and 2. 


BASIN CHARACTERISTICS


Several basin characteristics were used as potential explana-
tory variables in the regression models. The choice of basin 
characteristics to consider was based primarily on the 
authors’ expectation that the characteristics might directly or 
indirectly explain the observed variation in the streamflow 
statistics of interest. Of course, for a characteristic to be of 
use, one must be able to compute the characteristics for most 
basins with applicable streamflow data. 


Unlike previous Ohio studies in which regression 
models were developed for streamflow statistics, this study 
includes some basin characteristics that were calculated by 
means of a geographic information system (GIS). Use of 
GIS-based characteristics offers advantages but also has dis-
advantages. Two of the more important advantages are 
(1) the ability to use current coverages (GIS data sets) that 
contain accurate, high-resolution basin-characteristics data 
and (2) the ability to rapidly and efficiently compute statis-
tics (for example sums, percentages, and averages) of those 
characteristics for basins of any size. Some disadvantages 
include dependence on a GIS for use of a regression model 
containing GIS-derived characteristics, and limitations 
imposed by data coverages that have restricted spatial extent. 
The authors believe that the advantages outweigh the disad-
vantages and that the disadvantages will lessen over time as 
GIS hardware and software become more affordable and 
commonplace and as more national and regional data cover-
ages become available. GIS-based basin characteristics used 
in this report were determined using ARC/INFO and Arc-


View2 software. All coverages used in this study were pro-
jected to U.S. State Plane coordinates, zone 5001, and used 
the North American Datum of 1927.


The basin characteristics that were determined can be 
separated into five categories: physical characteristics, loca-
tion characteristics, hydrologic characteristics, land cover, 
and climate. The basin characteristics are listed by category 
in table 2 and are described more fully in subsequent sec-
tions. Basin characteristics determined for streamflow-gag-
ing stations used in this study are listed in appendix 3.


Drainage Area
The drainage area (in square miles) is the area, measured in 
a horizontal plane, that is enclosed by a drainage divide. 
Drainage areas for this study were determined by manually 
delineating the drainage divide on USGS 7.5-minute topo-
graphic maps and measuring the enclosed area by means of 
an electronic digitizer. 


Precipitation
Mean annual precipitation coverages were created by digi-
tizing Harstine’s (1991) isoline map of mean annual precip-
itation (fig. 2) and then processing the isoline coverage to 
obtain both a triangulated irregular network (TIN3) (White-
head, 2002a) and a grid coverage with cell sizes of 1,000 ft2.


Two mean annual precipitation characteristics were 
computed for each basin. The mean annual precipitation at a 
basin centroid (Pc) was determined using the “tinspot” func-
tion on the mean annual precipitation TIN in ARC/INFO. 
The location of the basin centroid was determined by means 
of the “centroidlabels” command as applied to the basin-
boundary polygons in ARC/INFO. A basin-averaged mean 
annual precipitation (Pavg) was computed by intersecting the 
gridded precipitation coverage with the basin-boundary cov-
erage to select all grid cells that lie wholly or partially within 
the basin, and then computing the average of the grid values. 
The differences between Pc and Pavg generally proved to be 
small, with all differences (relative to Pc) less than 5 percent 
and most differences (86 percent) less than 1 percent.


Qh


Nnz


Nt
---------- 
  Nnz


1
Qi
-----


i 1=


Nnz
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=


2ARC/INFO and ArcView are trademarks of Environmental 
Systems Research Institute, Inc., Redlands, Calif.


3A TIN is a surface representation based on irregularly spaced 
data points that have x, y, and z coordinates. In this case, the x and 
y coordinates were the geographic coordinates and the z coordinate 
was the value of mean annual precipitation. The points are con-
nected by edges to form a set of non-overlapping triangles used to 
represent the surface. 
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Figure 2.  Mean annual precipitation for Ohio, 1931—80 (modified from Harstine, 1991).
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Table 2. Basin characteristics used as potential explanatory variables


Characteristic
category


Basin characteristic Unit
Notation


used


Physical Drainage area at streamflow-gaging station square miles A


Physiographic section containing majority of basin area unitless binary 
indicator variable


LP, TP, SNY, KA


Land cover Percentage of contributing basin area covered by water and wetlands percent W


Percentage of contributing basin area covered by forest percent F


Climate Mean annual precipitation at the basin centroid inches Pc


Basin-averaged mean annual precipitation inches Pavg


Hydrologic Streamflow-variability index at basin centroid base 10 logarithm 
of cubic feet per 
second


Vc


Streamflow-variability index at streamflow-gaging station base 10 logarithm 
of cubic feet per 
second


Vg


Location Latitude of the basin centroid decimal degrees Latc


Longitude of the basin centroid decimal degrees Longc


Latitude of the streamflow-gaging station decimal degrees Lats


Longitude of the streamflow-gaging station decimal degrees Longs


Location of basin centroid relative to 41.2 degrees latitude unitless binary 
indicator variable


N41.2

Land Cover
Land-cover data were obtained from a National Land Cover 
Data (NLCD) set (U.S. Geological Survey, 2000). The 
NLCD data sets are based on a 21-class modified Anderson 
level II land-cover classification scheme applied consistently 
over the United States. Satellite data and a variety of support-
ing information including topography, census, agricultural 
statistics, soil characteristics, other land-cover maps, and 
wetlands data were used to determine and label the land-
cover types at a resolution of 30 m2 (approximately 323 ft2). 


The percentages of the drainage basins covered in for-
est and in water and wetlands were determined from the 
NLCD for Ohio by (1) converting the NLCD coverage to a 
grid with 30-m2 cells, (2) intersecting the gridded NLCD 
coverage with the basin-boundary coverage to select all grid 
cells that lie wholly or partially within the basin, and then 
(3) summing the areas in each land-cover class. The percent-
age of the drainage basin covered in forest (F) was deter-
mined by summing areas classified as deciduous, evergreen, 
and mixed forest, dividing by the total drainage area, then 
multiplying by 100. In a like fashion, the percentage of the 
drainage basin covered in water and wetlands (W) was deter-
mined by summing areas classified as open water and woody 
and emergent herbaceous wetlands, dividing by the total 
drainage area, then multiplying by 100.


Physiography
Physiographic divisions, provinces, and sections are increas-
ingly uniform regions that are delineated on the basis of sim-
ilarities in geology and topography. The physiographic 
coverage used in this study (fig. 3) was derived from a USGS 
1:7,000,000-scale coverage of physiography in the contermi-
nous United States (Fenneman and Johnson, 1946a). The 
base physiographic coverage, which delineates physio-
graphic divisions, provinces, and sections, was created by 
digitizing a scale-stable mylar 1:7,000,000-scale map by 
Fenneman and Johnson (1946b). 


The physiographic coverage was converted to a grid 
with cell sizes of 1,000 ft2. Grid cells were assigned a num-
ber code of 1 to 5 depending on whether the grid cell lay 
within the Eastern Lake Section of the Central Lowland 
Province, the Till Plains Section of the Central Lowland 
Province, the Lexington Plain Section of the Interior Low 
Plateaus Province, the Southern New York Section of the 
Appalachian Plateaus Province, or the Kanawha Section of 
the Appalachian Plateaus Province, respectively. The grid-
ded physiographic coverage was intersected with the basin-
boundary coverage to select all grid cells that lie wholly or 
partially within the basin. The most frequently occurring 
grid value was assigned as the basin code.
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Figure 3.  Physiographic sections in Ohio (modified from Fenneman and Johnson, 1946a,b).


83o


82o


81o


84o


41o


40o


39o


0


0


20


20


40 MILES


  40 KILOMETERS


LEXINGTON PLAIN SECTION


TILL PLAINS SECTION


EASTERN LAKE SECTION
SOUTHERN NEW YORK 


SECTION


KANAWHA SECTION


Base map from U.S. Geological Survey
digital data 1:2,000,000
State Plane projection, Ohio South

16 Techniques for Estimating Selected Streamflow Characteristics of Rural, Unregulated Streams in Ohio







It was assumed that the physiographic information, if 
significant, would help explain regional variation in the 
streamflow statistics. Consequently, a series of binary indi-
cator variables were used in the regression analyses to eval-
uate the relation between physiography and the various 
streamflow statistics. Four indicator variables were used. For 
a given basin, an indicator variable, designated LP, TP, SNY, 
and KA, was assigned a one (1) if the basin code was equal 
to 1, 2, 4, or 5, respectively; otherwise, it was assigned a zero 
(0). For example, if the basin code was four (4), the follow-
ing assignments were made: LP=0, TP=0, SNY=1, and 
KA=0. If the basin code was three (3), then all four of the 
indicator variables were set to zero (0).


Location
Geographic coordinates of the streamflow-gaging stations 
and of the centroids of their contributing drainage areas were 
compiled for use in the regression analyses. The latitude and 
longitude of a streamflow-gaging station (variables Lats and 
Longs, respectively) are determined (commonly from USGS 
7.5 minute topographic maps) when the gaging station is 
established, and those coordinates are entered into the USGS 
National Water Information System (NWIS) (Mathey, 1997) 
in units of degrees, minutes, and seconds. Geographic coor-
dinates of the streamflow-gaging stations were retrieved 
from NWIS and converted to decimal form for use in this 
analysis. As mentioned earlier, the centroids of the stream-
flow-gaging stations contributing drainage areas were deter-
mined by means of the “centroidlabels” command as applied 
to the basin-boundary polygons in ARC/INFO. The latitudes 
and longitudes of the centroids (variables Latc and Longc, 
respectively) also were converted to decimal form for use in 
this analysis. 


Subsequent analyses (described beginning on page 
19) indicated the need for an additional location variable. 
The binary variable N41.2 was used to distinguish between 
streamflow-gaging stations with drainage-basin centroids 
north of 41.2 degrees latitude and those with centroids at or 
south of 41.2 degrees latitude. Streamflow-gaging stations 
with drainage-basin centroids north of 41.2 degrees latitude 
were designated by setting N41.2 equal to one (1); otherwise, 
N41.2 was set to zero (0). 


Streamflow-Variability Index
A generalized streamflow-variability index coverage 
(Whitehead, 2002b) was created by interpolating a grid (with 
6,066-ft2 cells) from at-site values of the streamflow-vari-
ability index computed for 133 rural, unregulated stream-
flow-gaging stations in Ohio and nearby areas of adjacent 
states. Grid interpolation was done by means of the “interpo-
late surface” routine contained in the Spatial Analyst4 exten-
sion of ArcView. The inverse distance weighting (IDW) 


algorithm, based on the 12 nearest neighboring stations, was 
used.


Lane and Lei (1950) originally proposed that a 
streamflow-variability index be used to help produce syn-
thetic flow-duration curves. Subsequently, a generalized 
streamflow-variability index has been used in a regression 
model for estimating harmonic mean streamflows in Ken-
tucky (Martin and Ruhl, 1992).


The streamflow-variability index at a streamflow-
gaging station is defined as the standard deviation of the log-
arithms of the 19 streamflow values at 5-percent class inter-
vals from 5 to 95 percent on the flow-duration curve (Searcy, 
1959) of daily mean streamflow for the analysis period. The 
formula for the streamflow-variability index is


, (4)


where V is the streamflow-variability index,  is the 
base 10 logarithm of the i-percent duration streamflow (i=5, 
10, 15, 20 ... 95), and  is the mean of the logs of the 
19 streamflow values at 5-percent class intervals from 5 to 
95 percent on the flow-duration curve of daily mean stream-
flow.


The generalized streamflow-variability index cover-
age was used to determine new estimates of the streamflow-
variability index at the streamflow-gaging station location 
(Vg) and at the centroid of the contributing drainage area 
(Vc). These estimates were determined by identifying the 
streamflow-variability index values for grid cells coincident 
with the locations of the streamflow-gaging station and 
drainage area centroid. Determination of Vg and Vc was done 
by application of the “latticespot” function to the stream-
flow-variability index coverage in ARC/INFO.


DEVELOPMENT OF EQUATIONS FOR 
ESTIMATING STREAMFLOW STATISTICS


This section describes the development of equations for esti-
mating selected streamflow statistics as a function of basin 
characteristics. Two equations were developed for each 
streamflow statistic; one equation was based on use of drain-
age area as the sole explanatory variable, and a second, best-
fit equation, was based on use of drainage area and from two 
to four other basin characteristics as the explanatory vari-
ables. 


4Spatial Analyst is a trademark of Environmental Systems 
Research Institute, Inc., Redlands, Calif.
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Ordinary least-squares regression techniques were 
used to relate selected basin characteristics to mean annual 
streamflow, mean monthly streamflows, harmonic mean 
streamflow, and the 25th-, 50th-, and 75th-percentile stream-
flows. Basin characteristics considered in the analyses were 
selected on the basis of their potential for explaining the 
observed variation in the streamflow statistics and (or) to 
correct for biases observed with some regression models. 
The selection of basin characteristics ultimately used in a 
best-fit equation was based on a combination of factors 
including (1) the proportion of variation in the dependent 
variable explained by the characteristic, (2) the standard 
error of estimate of the regression model, (3) the prediction 
residual error sum of squares (PRESS, a measure of model 
prediction error) (SAS Institute, 1989), (4) the attained sig-
nificance level (p-value) of the regression coefficient associ-
ated with the characteristic, and (5) a subjective assessment 
of worth based on a comparison of the effort required to 
determine the basin characteristic and the proportion of the 
variation in the dependent variable explained by the charac-
teristic.


All basin characteristics were log transformed with 
the exception of the binary indicator variables. Prior to the 
log transformation, a 1 was added to values of the percentage 
of the drainage basin covered in forest (F) and the percentage 
of the drainage basin covered in water and wetlands (W) to 
avoid taking the logarithm of zero. Before they were log 
transformed, all decimal latitude and longitude values were 
rescaled by subtracting the numbers 37 and 79, respectively, 
to avoid large-value multipliers in the regression equations. 
The number 27 was subtracted from the mean annual precip-
itation at a basin centroid (Pc) and the basin-averaged mean 
annual precipitation (Pavg) before they were log transformed 
to maintain historical consistency with previously developed 
equations for estimating streamflow statistics in Ohio.


The general form of the regression models used in this 
study is


, (5)


where Q is a streamflow statistic, b0 is a constant, bi (i=1 to 
p) is the regression coefficient for the ith regressor variable, 
Xi (i=1 to p) is the ith regressor variable,  is a random error 
component, and p is the total number of regressor variables. 
The regressor variables commonly were log transformed; 
however, some binary indicator variables were used. For 
computational convenience, equation 5 is presented in this 
report in one of two algebraically equivalent forms. If all of 
the explanatory variables in the equation are log (base 10) 
transformed, then the equation is presented as


. (6)


In those cases where a single binary regressor variable was 
used (assumed here to be the pth regressor variable) and the 
remainder of the regressor variables in the equation are log 
(base 10) transformed, the equation is presented as


. (7)


The regression equations developed for this study are pre-
sented in tables 3 and 4. Table 3 contains equations devel-
oped with drainage area as the sole regressor variable, 
whereas table 4 contains the best-fit equations. In table 4, for 
equations of the form shown in equation 6, the antilog of b0 
has been calculated and is reported in the equation as a con-
stant. For equations of the form shown in equation 7, the 
antilog of b0 + Xpbp can take one of two forms, as shown 
below:


, (8)


where C is a constant resulting from the calculation. 
The estimated average standard error of prediction 


(SEPest) of the log-transformed statistic was computed as


, (9)


as described by Gilroy and Tasker (1989).
The best-fit equations listed in table 4 include drain-


age area as an explanatory variable as well as from two to 
four other basin-characteristic variables. Regression coeffi-
cients associated with basin characteristics in all equations 
are statistically different from zero (p-value less than 0.05). 
All regression models were tested to ensure that there was no 
harmful multicollinearity between regressor variables. Anal-
yses of regression residuals were done to (1) verify normal-
ity of residuals and homogeneity of variance, (2) ensure that 
there was no significant autocorrelation or correlation with 
predicted values or regressor variables, and (3) identify and 
correct for spatial biases.


Depending on the streamflow statistic of interest and 
on the combination of explanatory variables selected, data 
from different combinations and numbers of streamflow-
gaging stations were used to develop the regression equa-
tions. These differences resulted from unavailability of some 
basin-characteristic measures for certain streamflow-gaging 
stations or from regulation that affected some, but not all 
streamflow statistics at certain gaging stations. The number 
of observations used to develop each equation is listed in 
table 4. The minimum number of observations used to 
develop any of the best-fit regression equations was 109.
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Table 3. Drainage-area-only equations for estimating selected streamflow statistics in Ohio
[All streamflow statistics are in units of cubic feet per second; , mean annual streamflow; , mean monthly streamflow for indi-
cated month; , harmonic mean streamflow, , , and , 25th-, 50th-, and 75th-percentile streamflows, respectively; A, drainage 
area, in square miles]


Equation
number


Drainage-area-only 
equations


Average standard
error of estimate


(percent)


Approximate
average standard
error of prediction


(percent)


Number of
observations


used to develop
equation


1 15.6 15.7 219


2 22.9 23.0 129


3 18.5 18.6 129


4 18.1 18.2 129


5 15.3 15.4 129


6 22.8 23.1 129


7 29.6 29.8 129


8 35.4 35.9 129


9 47.2 47.6 129


10 54.1 54.6 129


11 62.4 63.2 129


12 44.2 44.9 129


13 29.2 29.6 129


14 129.0 130.4 109


15 86.6 89.1 129


16 52.5 54.6 129


17 32.8 34.4 129


QA QJan to  QDec
Qh QP25 QP50 QP75


QA 1.01A1.00=


QJan 1.37A1.02=


QFeb 1.83A0.99=


QMar 2.01A1.01=


QApr 1.88A0.99=


QMay 1.19A0.99=


QJun 0.69A1.02=


QJul 0.40A1.03=


QAug 0.27A1.03=


QSep 0.18A1.07=


QOct 0.20A1.05=


QNov 0.50A1.03=


QDec 1.06A1.01=


Qh 0.07A1.12=


QP25 0.14A0.96=


QP50 0.40A0.97=


QP75 1.00A0.99=

Some interesting patterns can be observed with the 
best-fit equations. The streamflow-variability index vari-
able, Vg, appears in best-fit equations for estimating statistics 
that are associated with low flows. This pattern suggests that 
Vg may also be useful for estimating other low-flow statis-
tics. The north indicator variable (N41.2) appears in equations 
for estimating mean monthly streamflows for most fall, win-
ter, and spring months. This variable was constructed to 
account for geographic bias that was observed in residuals 
from alternative regression models (models that did not 
include this variable). The physical significance of N41.2 is 
not known for certain; however, given the alternative-model 
residual patterns and the months for which N41.2 is signifi-
cant, N41.2 may be related to regional climatic patterns (such 
as greater snowfall amounts) that are characteristic of north-
ern Ohio.


In addition to best-fit equations, simpler equations 


were developed that used drainage area as the sole explana-


tory variable (table 3). The drainage-area-only equations 


were developed because they can be used with information 


that can be gathered without use of a GIS; however, the sim-


plicity of the equations comes at the expense of larger pre-


diction errors (than for the best-fit equations) and, for most 


streamflow statistics, geographic biases. Regression coeffi-


cients associated with the drainage-area variable in all equa-


tions are statistically different from zero (p-value less than 


0.05). Because the drainage-area-only equations exhibit geo-


graphic bias for some streamflow statistics, the average stan-


dard errors of prediction (listed in table 3) may poorly 


estimate the true prediction errors depending on where the 


equations are applied in the State.
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Table 4. Best-fit equations for estimating selected streamflow statistics in Ohio
[All streamflow statistics are in units of cubic feet per second; , mean annual streamflow; , mean monthly streamflow for indicated 
month; , harmonic mean streamflow, , , and , 25th-, 50th-, and 75th-percentile streamflows, respectively; A, drainage area, in square 
miles; , percentage of contributing basin area covered by forest; , percentage of contributing basin area covered by water and wetlands; , mean 
annual precipitation at the basin centroid; , streamflow-variability index at streamflow-gaging station; , latitude of the basin centroid, in decimal 
degrees; , longitude of the basin centroid, in decimal degrees]


Equa-
tion


number
Best-fit equations


Average 
standard


error
of


estimate
(percent)


Approx-
imate


average 
standard


error
of


prediction
(percent)


Number
of


observa-
tions


used to
develop
equation


1 11.2 11.4 215


2 16.3 16.6 109


3 ; if 
11.6 11.9 109


; if 


4 ; if 
13.6 14.0 109


; if 


5 ; if 
10.9 11.2 109


; if 


6 ; if 
18.9 19.5 109


; if 


7 26.6 27.0 129


8 27.2 28.2 109


9 35.9 36.8 127


10 42.2 43.6 109


11 ; if 
50.0 50.8 129


; if 


12 ; if 
36.5 37.5 127


; if 


13 ; if 
20.9 21.8 109


; if 


14 63.4 65.9 109


15 44.0 47.9 109


16 35.7 40.3 109


17 25.7 29.2 109


QA QJan to  QDec
Qh QP25 QP50 QP75


F W Pc
Vg Latc


Longc


QA 0.17 A( )1.01 Latc 37–( )0.26 Pc 27–( )0.62=


QJan 0.36 A( )1.01 W 1+( )0.10 Pc 27–( )0.55=


QFeb 0.49 A( )0.98 F 1+( )0.04 Pc 27–( )0.50= Latc 41.2≤


QFeb 0.61 A( )0.98 F 1+( )0.04 Pc 27–( )0.50= Latc 41.2>


QMar 0.66 A( )1.00 F 1+( )0.05 Pc 27–( )0.40= Latc 41.2≤


QMar 0.80 A( )1.00 F 1+( )0.05 Pc 27–( )0.40= Latc 41.2>


QApr 0.57 A( )0.98 F 1+( )0.04 Pc 27–( )0.45= Latc 41.2≤


QApr 0.63 A( )0.98 F 1+( )0.04 Pc 27–( )0.45= Latc 41.2>


QMay 1.95 A( )1.00 F 1+( )0.06 Latc 37–( ) 0.59–= Latc 41.2≤


QMay 2.52 A( )1.00 F 1+( )0.06 Latc 37–( ) 0.59–= Latc 41.2>


QJun 0.81 A( )1.01 Latc 37–( ) 0.29– Vg( ) 0.43–=


QJul 0.32 A( )1.02 W 1+( ) 0.09– Vg( ) 0.63–=


QAug 0.02 A( )1.01 Pc 27–( )0.94 Vg( ) 0.87–=


QSep 0.01 A( )1.03 F 1+( )0.10 Pc 27–( )0.89 Vg( ) 0.92–=


QOct 0.12 A( )1.04 Vg( ) 0.83–= Latc 41.2≤


QOct 0.32 A( )1.04 Vg( ) 0.83–= Latc 41.2>


QNov 0.19 A( )1.04 Pc 27–( )0.37= Latc 41.2≤


QNov 0.38 A( )1.04 Pc 27–( )0.37= Latc 41.2>


QDec 0.33 A( )1.01 F 1+( )0.06 Pc 27–( )0.39= Latc 41.2≤


QDec 0.52 A( )1.01 F 1+( )0.06 Pc 27–( )0.39= Latc 41.2>


Qh 0.05 A( )1.02 W 1+( )0.47 Latc 37–( ) 0.94– Vg( ) 2.88–=


QP25 0.18 A( )0.88 W 1+( )0.37 Latc 37–( ) 1.17– Vg( ) 2.31–=


QP50 1.19 A( )0.93 W 1+( )0.23 Latc 37–( ) 1.10– Longc 79–( ) 0.38– Vg( ) 1.26–=


QP75 2.87 A( )0.97 W 1+( )0.23 Latc 37–( ) 0.88– Longc 79–( ) 0.32– Vg( ) 0.50–=
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TECHNIQUES FOR ESTIMATING 
SELECTED STREAMFLOW 
CHARACTERISTICS


Proper use of equations presented in this report requires an 
understanding of the conditions for which the equations are 
applicable, knowledge of their limitations, and an under-
standing of the mechanics of their application. To help the 
user gain the necessary understanding and skills, the follow-
ing two sections describe the applicability and limitations of 
the equations and present examples of their use.


Applicability and Limitations of Equations
The equations presented for estimating streamflow statistics 
in Ohio are applicable to streams draining rural basins that 
are unregulated with respect to the statistic being estimated. 
Because the equations are calibrated to data from a specific 
set of streamflow-gaging stations, they should not be applied 
to drainage basins whose characteristics differ substantially 
from those employed in that calibration. In order to deter-
mine whether the equations can be used for a prospective 
site, the applicable basin characteristics for that site should 
be compared with those listed in table 5 or 6 (depending on 
the form of the equation being used and the statistic being 
estimated) to ensure that its characteristics fall within the 
range of characteristic values employed in development of 
the equation. The ranges of characteristics that were used in 
the derivation of equations for estimating all statistics for the 
drainage-area-only equations and the mean annual stream-
flow for the best-fit equations are listed in table 5. Table 6 
lists the ranges of characteristics that were used in the deri-
vation of the best-fit equations for estimating the mean 
monthly streamflows, the harmonic mean streamflow, and 
the 25th-, 50th-, and 75th-percentile streamflows.


As previously stated, the drainage-area-only equa-
tions have larger prediction errors than the best-fit equations 
and exhibit geographic biases for most streamflow statistics. 
For equations with geographic bias, the average standard 
errors of prediction (listed in table 3) may poorly estimate 
the true prediction errors depending on where they are 
applied in the State. Because of the geographic biases and 
larger prediction errors associated with the drainage-area-
only equations, the best-fit equations should be used when-
ever possible.


Example Applications of Equations
The equations presented in this report can be applied to rural, 
ungaged streams by (1) ensuring that the stream is unregu-
lated with respect to the streamflow statistic of interest, 
(2) determining the basin characteristics required for the 
appropriate estimation equation, (3) checking to ensure that 
the basin characteristics fall within the range of characteris-
tic values employed in development of the equation, and 
(4) using the measured basin characteristics values with the 
appropriate equation to compute the estimate. For example, 
assume that an estimate of the mean April streamflow is 
desired for an ungaged rural, unregulated stream with a 
drainage area of 20 mi2, 23 percent of its contributing area 
covered by forest, and a mean annual precipitation of 34.5 in. 
at the basin centroid of 41.3 degrees latitude and 82.4 
degrees longitude. A comparison of the measured basin 
characteristics with those listed in table 6 shows that this 
basin’s characteristics fall within the range used to develop 


Table 5. Ranges of basin characteristics for 
stations used to develop all drainage-area-only 
equations and equations for estimating mean 
annual streamflows
[A, drainage area, in square miles; Pc, mean annual precipita-
tion at the basin centroid, in inches; Latc, latitude of the basin 
centroid, in decimal degrees]


Basin
characteristic


Minimum Maximum


A 0.12 7,422


Pc 32.0 43.2


Latc 38.68 41.86


Table 6. Ranges of basin characteristics for stations 
used to develop best-fit equations for estimating the 
mean monthly streamflows, the harmonic mean 
streamflow, and the 25th-, 50th-, and 75th-percentile 
streamflows
[A, drainage area, in square miles; F, percentage of contributing 
basin area covered by forest; W, percentage of contributing basin 
area covered by water and wetlands; Pc, mean annual precipitation 
at the basin centroid, in inches; Vg, streamflow-variability index at 
streamflow-gaging station; Latc, latitude of the basin centroid, in 
decimal degrees; Longc, longitude of the basin centroid, in decimal 
degrees]


Basin
characteristic


Minimum Maximum


A 0.12 7,422


Pc 34.0 43.2


Latc 38.68 41.59


Longc 80.53 84.6


W 0 19.0


F 0 99.1


Vg 0.25 1.13
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the best-fit equation for estimating mean April streamflow. 
Because the latitude of the basin centroid is north of 41.2 
degrees, the following form of equation 5 from table 4 would 
be used to estimate the mean April streamflow:


.


Substituting the measured basin characteristics into the 
above equation yields the following result:


.


If, for some reason, it is desired to use the drainage-area-only 
equation instead, then equation 5 from table 3 can be used to 
estimate the mean April streamflow:


.


Substituting the measured drainage area into the above equa-
tion yields the following result:


.


If a streamflow-gaging station is located at a different 
point on the same stream for which an estimate of a stream-
flow statistic is desired, and if the contributing drainage area 
at the point of interest is between 50 and 150 percent of the 
contributing area of the gaged site, then the following 
method of adjusting the estimated streamflow statistic is sug-
gested:


, (10)


where 


and  is the adjusted flow statistic for the ungaged 
site,
is the regression estimate of the flow statistic 
for the ungaged site,
is the flow statistic determined for the gaged 
site from measured streamflow data,
is the regression estimate of the flow statistic 
for the gaged site,
is the absolute value of the difference between 
the drainage areas of the gaged site and the 
ungaged site, and
is the drainage area of the gaged site.


To illustrate use of equation 10, assume that there is a 
streamflow-gaging station downstream on the same stream 
used for the earlier example, but with a drainage area of 22.1 
mi2, 22 percent of its contributing area covered by forest, and 
a mean annual precipitation of 34.5 in. at the basin centroid 
of 41.31 degrees latitude and 82.38 degrees longitude. The 
mean April streamflow, as determined from the long-term 
streamflow record at the gaged site is 43.5 ft3/s. The regres-
sion estimate of mean April streamflow for the gaged site is:


.


The coefficient R is determined as:


.


With R determined, the adjusted mean April flow statistic for 
the ungaged site is computed as follows:


In this case, the adjusted estimate of the mean April stream-
flow at the ungaged site is 38.5 ft3/s as compared to the 
observed mean April streamflow of 43.5 ft3/s at the down-
stream site. The estimated mean April streamflow at the 
ungaged site is approximately 89 percent of the observed 
mean April streamflow at the gaged site. This results seems 
reasonable given that the drainage area at the ungaged site is 
approximately 90 percent of the drainage area at the gaged 
site.


SUMMARY


Methods for estimating streamflow statistics are 
needed to answer questions about design and operation of 
hydraulic structures and water- and wastewater-treatment 
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facilities where streamflow measurements are lacking. To 
meet this need, the USGS, in cooperation with the Ohio 
Department of Natural Resources, Division of Water, and the 
Ohio Department of Transportation, did a study to compute 
or compile selected streamflow statistics and to develop 
equations for estimating those statistics as a function of 
selected basin characteristics.


Streamflow statistics and basin-characteristics data 
for 219 active or discontinued streamflow-gaging stations on 
rural, unregulated streams in Ohio with 10 or more years of 
homogenous daily streamflow record were computed or 
compiled and presented in this report. Those data were used 
to develop equations for estimating mean annual streamflow, 
mean monthly streamflows, harmonic mean streamflow, and 
the 25th-, 50th-, and 75th-percentile streamflows as a func-
tion of selected basin characteristics. 


Simple equations (based on drainage area only) and 
best-fit equations (based on drainage area and at least two 
other basin characteristics) were developed by means of 
ordinary least-squares regression techniques. Application of 
the best-fit equations generally involves quantification of 
basin characteristics that require (or are facilitated by) use of 
a geographic information system (GIS). In addition to drain-
age area, the best-fit equations may require information on 
one or more of the following: selected land-cover character-
istics of the basin, coordinates of the basin centroid, mean 
annual precipitation at the basin centroid, and streamflow-
variability index at the point of interest. In contrast, the sim-
ple equations can be used with information that can be gath-
ered without use of a GIS; however, these equations have 
larger prediction errors than the best-fit equations and 
exhibit geographic biases for most streamflow statistics. 
Because of the geographic biases and larger prediction errors 
associated with the simple equations, the best-fit equations 
should be used whenever possible.
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1. Mean annual streamflow, harmonic mean streamflow, and the 25th-, 50th-, and 75th- percentile 
streamflows for selected streamflow-gaging stations in Ohio


2. Mean monthly streamflow statistics for selected streamflow-gaging stations in Ohio
3. Basin characteristics for selected streamflow-gaging stations in Ohio
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Appendix 1. Mean annual streamflow, harmonic mean streamflow, and the 25th-, 50th-, 
and 75th- percentile streamflows for selected streamflow-gaging stations in Ohio
[–, no value computed because of  significant regulation with respect to indicated statistic; ft3/s, cubic feet per second]


Site
number


Station ID


Mean
annual


streamflow
(ft3/s)


Harmonic
mean


streamflow
(ft3/s)


Percentile streamflow (in ft3/s) 
for indicated percentage


25 50 75


1 03086500 90.3 – – – –


2 03088000 32 – 4.60 8.85 26.2


3 03089500 16.7 1.03 0.97 2.83 11.4


4 03090500 241 – – – –


5 03091500 269 – – – –


6 03092000 23.3 0.70 0.89 3.72 14.7


7 03092090 28.3 5.08 4.55 11.5 26.3


8 03092460 106 – – – –


9 03092500 99.3 53.7 16.5 39.5 101


10 03093000 115 30.3 22.2 45.5 107


11 03094000 606 – – – –


12 03094500 501 – – – –


13 03095500 89.1 – – – –


14 03096000 119 – 5.40 32.4 161


15 03097550 935 – – – –


16 03098000 873 – – – –


17 03098500 58.1 – – – –


18 03098600 1090 – – – –


19 03099500 1130 – – – –


20 03102950 129 9.31 17.3 56.1 159


21 03109000 5.84 0.69 0.70 2.10 6.26


22 03109500 523 – 101 253 596


23 03110000 162 26.8 26.1 76.1 194


24 03110500 199 16.7 27.2 84.5 222


25 03111500 130 50.9 38.9 80.1 160


26 03111548 113 51.9 41.7 74.2 133


27 03114000 165 7.00 18.4 68.5 182


28 03115400 276 8.31 22.8 98.4 287


29 03115500 344 7.04 23.2 114 350
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30 03116000 149 – – – –


31 03116200 136 – – – –


32 03117000 459 – – – –


33 03117500 272 86.4 62.2 141 325


34 03118000 37.5 – – – –


35 03118500 194 – – – –


36 03119000 500 209 141 262 570


37 03120500 53.4 – – – –


38 03121500 72.4 – – – –


39 03122500 1440 658 434 805 1780


40 03123000 141 – – – –


41 03124000 276 – – – –


42 03124500 303 – – – –


43 03125000 1.28 0.12 0.36 0.72 1.24


44 03126000 139 – – – –


45 03127000 325 – – – –


46 03127500 428 44.2 57.5 206 584


47 03128500 77.5 – – – –


48 03129000 2550 1060 689 1490 3290


49 03130000 207 – – – –


50 03130500 5.12 0.87 0.73 1.54 4.43


51 03131500 361 – – – –


52 03132000 142 – – – –


53 03133500 199 – – – –


54 03134000 100 14.4 10.2 26.8 82.2


55 03135000 243 – – – –


56 03136000 910 345 211 447 1100


57 03136500 222 70.1 49.0 106 235


58 03137000 481 148 95.1 205 500


59 03138500 1530 575 355 774 1850


Appendix 1. Mean annual streamflow, harmonic mean streamflow, and the 25th-, 50th-, 
and 75th- percentile streamflows for selected streamflow-gaging stations in Ohio—Continued
[–, no value computed because of  significant regulation with respect to indicated statistic; ft3/s, cubic feet per second]


Site
number


Station ID


Mean
annual


streamflow
(ft3/s)


Harmonic
mean


streamflow
(ft3/s)


Percentile streamflow (in ft3/s) 
for indicated percentage


25 50 75
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60 03139000 427 134 93.6 209 506


61 03140000 27.9 2.14 2.79 10.8 30.9


62 03140500 5030 – – – –


63 03141500 133 – – – –


64 03142000 445 – – – –


65 03142200 53.1 42.5 2.16 13.9 49.1


66 03142500 780 – – – –


67 03143500 935 – – – –


68 03144000 155 29.3 23.7 64.7 166


69 03144500 6390 2500 1590 3590 8500


70 03145000 160 – – – –


71 03146000 138 15.9 13.3 41.9 115


72 03146500 622 168 114 261 663


73 03147000 672 184 116 262 684


74 03147500 837 241 151 366 920


75 03149500 89.2 4.81 7.43 31.1 85.9


76 03150000 7640 2930 1940 4340 10100


77 03156000 10.5 – – – –


78 03156400 41.4 – – – –


79 03157000 90.5 34.1 23.5 45.5 94.4


80 03157500 473 140 96.6 216 514


81 03159000 108 – – – –


82 03159500 1010 232 151 415 1070


83 03159510 1110 – – – –


84 03159540 173 8.22 15.5 59.3 161


85 03201600 1.11 0.16 0.35 0.70 1.13


86 03201700 1.15 0.12 0.34 0.69 1.1


87 03201800 5.73 – – – –


88 03202000 652 54.5 66.8 251 747


89 03217500 214 19.5 14.6 48.6 178


Appendix 1. Mean annual streamflow, harmonic mean streamflow, and the 25th-, 50th-, 
and 75th- percentile streamflows for selected streamflow-gaging stations in Ohio—Continued
[–, no value computed because of  significant regulation with respect to indicated statistic; ft3/s, cubic feet per second]


Site
number


Station ID


Mean
annual


streamflow
(ft3/s)


Harmonic
mean


streamflow
(ft3/s)


Percentile streamflow (in ft3/s) 
for indicated percentage


25 50 75
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90 03218000 50.2 1.36 1.14 10.7 45


91 03218500 75 – – – –


92 03219500 469 54.1 36.6 131 427


93 03219590 73.1 0.59 2.38 18.1 56.6


94 03219600 0.09 0.02 0.25 0.51 0.76


95 03220000 160 8.53 8.78 28.6 101


96 03221000 824 – – – –


97 03223000 158 8.55 11.9 43.9 134


98 03224500 97.9 7.87 8.85 28.5 81.5


99 03225500 362 43.3 27.1 86.5 310


100 03226500 365 – 26.5 82.9 290


101 03226800 456 – – – –


102 03227500 1440 – – – –


103 03228000 10.7 0.49 0.53 1.22 7.37


104 03228500 197 25.7 67.3 112 159


105 03228805 114 12.2 8.60 20.6 92.3


106 03229000 176 36.4 18.6 50.6 149


107 03229500 481 134 65.0 159 436


108 03230000 2110 – – – –


109 03230500 471 61.3 50.7 159 459


110 03230800 249 52.6 42.3 102 250


111 03230900 267 – – – –


112 03231000 305 57.9 29.1 105 313


113 03231500 3570 – – – –


114 03232000 243 7.13 18.6 81.4 245


115 03232300 245 – 31.9 97.1 259


116 03232470 584 – – – –


117 03232500 153 22.3 21.7 59 160


118 03234000 833 172 97.7 307 897


119 03234300 1340 – – – –


Appendix 1. Mean annual streamflow, harmonic mean streamflow, and the 25th-, 50th-, 
and 75th- percentile streamflows for selected streamflow-gaging stations in Ohio—Continued
[–, no value computed because of  significant regulation with respect to indicated statistic; ft3/s, cubic feet per second]


Site
number


Station ID


Mean
annual


streamflow
(ft3/s)


Harmonic
mean


streamflow
(ft3/s)


Percentile streamflow (in ft3/s) 
for indicated percentage


25 50 75
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120 03234500 4750 – – – –


121 03235000 10.4 0.57 0.70 2.29 8.17


122 03235500 1.24 0.10 0.35 0.70 1.19


123 03236000 299 39.8 27.9 85.4 294


124 03237280 13.8 0.30 0.73 3.19 14.1


125 03237500 459 8.53 24.1 110 353


126 03238500 264 3.71 10.8 44.1 145


127 03240000 121 40.2 30 63.8 135


128 03240500 26.1 2.76 3.21 9.42 27.7


129 03241000 18.1 0.90 1.18 5.10 15.9


130 03241500 64.5 11.6 10.7 28.8 68.6


131 03242000 370 – – – –


132 03242050 425 209 149 266 487


133 03242150 79.3 – – – –


134 03242200 84.3 5.21 9.10 30.9 79.7


135 03242300 210 – 15.2 63.6 194


136 03242500 698 – 115 269 680


137 03244000 224 – – – –


138 03245500 1270 420 215 504 1270


139 03246200 244 12.5 18.5 59.5 190


140 03246500 277 2.81 10.8 46.6 169


141 03247050 421 67.4 36.5 103 376


142 03247500 566 99.7 38.4 113 421


143 03255500 71.9 – – – –


144 03257500 34.1 – – – –


145 03258000 32.4 – – – –


146 03259000 119 – – – –


147 03260700 34 13.8 9.69 19.4 38.2


148 03260800 53.2 22.1 16.1 29.3 56.4


149 03261500 491 – – – –


Appendix 1. Mean annual streamflow, harmonic mean streamflow, and the 25th-, 50th-, 
and 75th- percentile streamflows for selected streamflow-gaging stations in Ohio—Continued
[–, no value computed because of  significant regulation with respect to indicated statistic; ft3/s, cubic feet per second]


Site
number


Station ID


Mean
annual


streamflow
(ft3/s)


Harmonic
mean


streamflow
(ft3/s)


Percentile streamflow (in ft3/s) 
for indicated percentage


25 50 75
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150 03261950 140 – – – –


151 03262000 216 – – – –


152 03262700 853 – – – –


153 03263000 1020 – – – –


154 03264000 181 – 35.7 76.5 174


155 03265000 454 – 60.4 146 380


156 03266000 592 – – – –


157 03266500 7.72 2.69 1.86 3.59 8.44


158 03267000 151 95.2 72.5 111 177


159 03267500 256 – – – –


160 03268000 65.6 40.1 29.9 45.2 71.5


161 03268500 39.5 – 10.4 19.1 39.9


162 03269000 123 – – – –


163 03269500 499 – – – –


164 03270000 639 – – – –


165 03270500 2290 – – – –


166 03270800 23.2 1.83 2.11 6.89 19.4


167 03271000 65.2 12.1 10.1 22.0 52.9


168 03271800 200 26.4 20.7 63.4 167


169 03272000 270 35.2 27.8 84.4 236


170 03272700 73.3 11.1 8.70 27.2 68.8


171 03272800 103 11.7 9.34 30.6 87.8


172 03273500 301 – 19.5 87.8 257


173 03274000 3370 – – – –


174 03274500 3960 – – – –


175 04177000 127 – 15.8 40.7 112


176 04183500 1690 – – – –


177 04184500 167 – 28.0 65.5 181


178 04185000 336 – – – –


179 04185440 4.5 0.15 0.44 0.88 2.67


Appendix 1. Mean annual streamflow, harmonic mean streamflow, and the 25th-, 50th-, 
and 75th- percentile streamflows for selected streamflow-gaging stations in Ohio—Continued
[–, no value computed because of  significant regulation with respect to indicated statistic; ft3/s, cubic feet per second]


Site
number


Station ID


Mean
annual


streamflow
(ft3/s)


Harmonic
mean


streamflow
(ft3/s)


Percentile streamflow (in ft3/s) 
for indicated percentage


25 50 75
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180 04186500 288 – – – –


181 04187100 115 – – – –


182 04187500 126 – – – –


183 04189000 261 23.1 21.8 61.0 196


184 04189500 595 – 43.4 149 508


185 04191500 1790 – – – –


186 04192500 4420 – – – –


187 04193500 4980 – – – –


188 04195500 337 – 18.6 70.5 263


189 04196000 89.2 8.32 7.08 22.5 69.4


190 04196500 246 – 18.6 62.4 212


191 04196800 188 – – – –


192 04197000 594 62.5 47.4 144 492


193 04197020 16 – 1.05 4.29 13.7


194 04197100 135 4.81 8.04 32.7 111


195 04197170 31.9 3.64 2.71 6.61 17.2


196 04198000 1030 106 79.8 279 880


197 04198500 62.8 7.56 6.45 15.4 43.8


198 04199000 315 40.0 31.4 86.1 262


199 04199155 20.8 – 0.94 5.10 16.8


200 04199500 259 6.67 13.5 54.9 191


201 04200000 182 2.40 5.57 26.1 116


202 04200500 339 – – – –


203 04201500 283 – – – –


204 04202000 214 – – – –


205 04204000 14.6 – – – –


206 04204500 27.6 – – – –


207 04205000 4.85 – – – –


208 04206000 440 – – – –


209 04207200 134 43.4 33.5 64.1 143


Appendix 1. Mean annual streamflow, harmonic mean streamflow, and the 25th-, 50th-, 
and 75th- percentile streamflows for selected streamflow-gaging stations in Ohio—Continued
[–, no value computed because of  significant regulation with respect to indicated statistic; ft3/s, cubic feet per second]


Site
number


Station ID


Mean
annual


streamflow
(ft3/s)


Harmonic
mean


streamflow
(ft3/s)


Percentile streamflow (in ft3/s) 
for indicated percentage


25 50 75
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210 04208000 860 – – – –


211 04208502 54.7 – – – –


212 04209000 342 89.2 70.2 154 347


213 04210000 35.6 2.10 1.60 6.04 25.7


214 04211000 75.6 1.29 1.05 12.0 59.8


215 04211500 107 – – – –


216 04212000 663 24.2 29.4 168 722


217 04212100 1050 111 113 429 1240


218 04212500 155 – 4.80 40.5 142


219 04213000 275 – 28.3 101 277


Appendix 1. Mean annual streamflow, harmonic mean streamflow, and the 25th-, 50th-, 
and 75th- percentile streamflows for selected streamflow-gaging stations in Ohio—Continued
[–, no value computed because of  significant regulation with respect to indicated statistic; ft3/s, cubic feet per second]


Site
number


Station ID


Mean
annual


streamflow
(ft3/s)


Harmonic
mean


streamflow
(ft3/s)


Percentile streamflow (in ft3/s) 
for indicated percentage


25 50 75
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Techniques for Estimating Flood-Peak Discharges of 
Rural, Unregulated Streams in Ohio
Second Edition


by G.F. Koltun

ABSTRACT


Regional equations for estimating 2-, 5-, 10-, 25-, 
50-, 100-, and 500-year flood-peak discharges at 
ungaged sites on rural, unregulated streams in 
Ohio were developed by means of ordinary and 
generalized least-squares (GLS) regression tech-
niques. One-variable, simple equations and three-
variable, full-model equations were developed on 
the basis of selected basin characteristics and 
flood-frequency estimates determined for 305 
streamflow-gaging stations in Ohio and adjacent 
states. The average standard errors of prediction 
ranged from about 39 to 49 percent for the simple 
equations, and from about 34 to 41 percent for the 
full-model equations. Flood-frequency estimates 
determined by means of log-Pearson Type III 
analyses are reported along with weighted flood-
frequency estimates, computed as a function of 
the log-Pearson Type III estimates and the regres-
sion estimates.


Values of explanatory variables used in the 
regression models were determined from digital 
spatial data sets by means of a geographic infor-
mation system (GIS), with the exception of drain-
age area, which was determined by digitizing the 
area within basin boundaries manually delineated 
on topographic maps. Use of GIS-based explana-
tory variables represents a major departure in 
methodology from that described in previous 
reports on estimating flood-frequency characteris-
tics of Ohio streams.


Examples are presented illustrating applica-
tion of the regression equations to ungaged sites on 
ungaged and gaged streams. A method is provided 
to adjust regression estimates for ungaged sites by 


use of weighted and regression estimates for a 
gaged site on the same stream.


A region-of-influence method, which 
employs a computer program to estimate flood-
frequency characteristics for ungaged sites based 
on data from gaged sites with similar characteris-
tics, was also tested and compared to the GLS full-
model equations. For all recurrence intervals, the 
GLS full-model equations had superior prediction 
accuracy relative to the simple equations and 
therefore are recommended for use.


INTRODUCTION


Data on the magnitudes of flood-peak discharges with 
selected exceedance probabilities are commonly referred to 
as flood-frequency data. The use of the term “frequency” 
results from a common interpretation of the reciprocal of the 
annual exceedance probability as an average frequency of 
recurrence. For example, a flood-peak discharge that has a  
1-percent annual exceedance probability is said to be 
exceeded, on average, once every 100 years (and conse-
quently is called a “100-year flood”). Although many people 
find the frequency concept easier to grasp than the probabil-
ity concept, it is important to understand that the frequency 
concept is based on a long-term average and so the occur-
rence of a 100-year flood in a given year does not preclude 
the occurrence of a flood of equal or greater magnitude in the 
next 100 years, or even in the very next year.


Flood-frequency data have many uses. For example, 
they are used in the design of bridges, culverts, dams, and 
spillways to ensure that those structures contain or convey 
design flow conditions without failure or unnecessary flood-
ing. Flood-frequency data are also used in flood-insurance 
studies to determine the altitude and boundaries of the water 
surface associated with prescribed peak-flow conditions. 
Ultimately, decisions made on the basis of these data can 
have significant monetary impact on government agencies 
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and private citizens and, at times, may even make the differ-
ence between life and death. 


The most recent report presenting flood-frequency 
data and estimation techniques applicable to Ohio streams 
was published in 1990 (Koltun and Roberts, 1990). Since 
that time, more than 10 years of additional peak-flow data 
have been measured at some previously described locations 
and sufficient data have become available to compute flood-
frequency characteristics for other locations for which flood-
frequency characteristics have not been previously deter-
mined. 


Use of geographic information systems (software 
used to store and analyze spatially referenced data) by the 
hydrologic community has become common since the last 
flood-frequency report was published for Ohio in 1990. 
That, coupled with the availability of high-quality data lay-
ers, has made it possible to explore the relation between 
flood-peak discharges and a variety of factors that previously 
were difficult or impossible to determine. Given the oppor-
tunity to test new explanatory factors, the availability of the 
additional peak-flow data, and considering the economic and 
safety-related importance of flood-frequency information 
and estimation techniques, the U.S. Geological Survey 
(USGS), in cooperation with the Ohio Department of Trans-
portation (ODOT) and U.S. Department of Transportation, 
Federal Highway Administration, has developed new flood-
frequency estimates and methods for estimating flood-peak 
discharges of rural, unregulated streams in Ohio.


Purpose and Scope
This report describes the results of a study to (1) develop 
flood-frequency estimates for selected streamflow-gaging 
stations in Ohio and adjacent states on the basis of data col-
lected through water year1 2001 and (2) develop and present 
techniques for estimating flood-peak discharges of rural, 
unregulated streams in Ohio. Two regression-based tech-
niques, regional regression and region of influence, were 
explored and compared to assess which technique provided 
flood-frequency estimates with the lowest prediction errors. 
Explanatory variables used in the regression methods were, 
with the exception of drainage area, derived from geographic 
information system (GIS) data layers. Use of GIS-based 
explanatory variables represents a major departure in meth-
odology from that described in previous reports on estimat-
ing flood-frequency characteristics of Ohio streams. 
Drainage basin boundaries were hand drawn on 7.5-minute 
USGS quadrangle maps and then digitized to determine 
drainage areas. The use of GIS data layers to determine 
drainage areas is not precluded in areas where data quality 
and drainage-area determination methods yield accurate 


results. This report supersedes U.S. Geological Survey 
Water-Resources Investigations Report 89-4126 (Koltun and 
Roberts, 1990) in that it provides revised flood-frequency 
estimates for streamflow-gaging stations and presents new 
methods and equations for estimating flood-peak discharges 
of rural, unregulated streams in Ohio.


Previous Investigations
There have been several previous reports tabulating flood-
frequency data and providing methods for estimating flood-
peak discharges of rural, unregulated streams in Ohio (Cross, 
1946; Cross and Webber, 1959; Cross and Mayo, 1969; Web-
ber and Bartlett, 1977; Koltun and Roberts, 1990). The most 
recent of those reports (Koltun and Roberts, 1990) marked 
the first use of generalized least-squares regression tech-
niques for developing regional-regression equations for 
Ohio. Koltun and Roberts (1990) also explored the relation 
between surface-mined area and flood peaks and found a ten-
dency for their regional regression equations to overestimate 
flood-peak discharges for basins with approximately 30 per-
cent or more surface-mined area.
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TECHNIQUES FOR ESTIMATING FLOOD-
PEAK DISCHARGES


Two sets of multiple-regression equations are provided for 
estimating flood-peak discharges with recurrence intervals 
of 2, 5, 10, 25, 50, 100, and 500 years at ungaged sites on 
rural, unregulated streams in Ohio. A set of simple equations 
(table 1), which use drainage area as the only explanatory 
variable, are provided to facilitate estimation of flood-peak 
discharges when determination of the GIS-derived explana-
tory variables used in the more accurate full-model equations 
is not possible or practical. In addition to drainage area, the 
full-model equations (table 2) employ GIS-derived explana-
tory variables that describe the main-channel slope and an 
indicator of the amount of storage in the basin. The simple 
equations and the full-model equations implicitly require 
that the basin centroid (center of mass) can be determined or 


1A water year is the period from October 1 to September 30 
and is designated by the calendar year in which it ends.
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where RC is the regression constant for a region taken from the following matrix:


Table 1. Simple (drainage-area only) equations for estimating flood-peak discharges of rural,  
unregulated streams in Ohio
[Qt, flood-peak discharge with a t-year recurrence interval, in cubic feet per second; DA, drainage area in square miles]


Equation
number Equation


Average
 standard error 


of 
prediction
(percent)


Average
 equivalent


 years of
 record


1 Q2 = (RC)(DA)0.716 39.6 1.9


2 Q5 = (RC)(DA)0.686 39.0 2.6


3 Q10 = (RC)(DA)0.674 39.5 3.4


4 Q25 = (RC)(DA)0.663 41.1 4.4


5 Q50 = (RC)(DA)0.657 42.7 5.1


6 Q100 = (RC)(DA)0.652 44.4 5.7


7 Q500 = (RC)(DA)0.644 49.0 6.6


Region Q2 Q5 Q10 Q25 Q50 Q100 Q500


A 106.3 186.1 244.4 321.0 379.6 439.1 582.3


B 69.1 114.9 146.1 184.9 213.0 240.5 302.5


C 188.6 322.7 417.5 539.3 630.6 721.9 936.9

estimated with sufficient accuracy to identify the hydrologic 
region in which the basin centroid is located.


Drainage area (DA) (see appendix B for definitions of 
basin characteristics) is the only explanatory variable used in 
the simple equation. Drainage area (DA), main-channel 
slope (SL), and the percentage of the basin classified as water 
and wetlands (W) are used as explanatory variables in the 
full-model equations. Spatial data sets were prepared to 
facilitate GIS-based determination of SL and W for streams 
anywhere in Ohio. These data sets, which include a stream 
centerline coverage (Quigley, 2003a) derived from the 
National Hydrography Data set (U.S. Geological Survey, 
1999a), a digital elevation model (Quigley, 2003b) derived 
from the National Elevation Dataset (U.S. Geological Sur-
vey, 1999b), a land-cover coverage (Quigley, 2003c) derived 
from the National Land Cover Dataset (U.S. Geological Sur-
vey, 2000), and a flood-region coverage (Quigley, 2003d) are 
available for download from the USGS node of the National 
Geospatial Data Clearinghouse (U.S. Geological Survey, 
2003). Potential users of these spatial data sets are cautioned 
to be mindful of measurement units since the spatial data sets 


use metric units and the regression equations presented in 
this report use English units.


The multiple-regression equations are applicable to 
the three regions delineated on figure 1. The appropriate 
regression constant must be selected from the regression 
constant matrices shown in tables 1 and 2. The regression 
constants are selected as a function of the recurrence interval 
of the flood-peak discharge being estimated and the region in 
which the basin centroid is located. Because few drainages 
span region boundaries, determination of the region in which 
the basin centroid lies is usually straightforward, even with-
out use of a GIS.


Before using the equations, tests for extrapolation 
should be made by comparing each measured basin-charac-
teristic value for the ungaged site to the ranges of basin-char-
acteristic values in the regression data set for the appropriate 
region (table 3), or by following the more rigorous proce-
dures outlined in appendix A. Use of the regression equa-
tions is not recommended when one or more basin-
characteristic value is outside the range of characteristics 
used for model calibration in the region of interest.
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4   Techniques for Estimating Flood-Peak Discharges of Rural, Unregulated Streams in Ohio


Figure 1.  Locations of streamflow-gaging stations used in the analyses.







where RC is the regression constant for a region taken from the following matrix:


Table 2. Full-model equations for estimating flood-peak discharges of rural, unregulated  
streams in Ohio
[Qt, flood-peak discharge with a t-year recurrence interval, in cubic feet per second; DA, drainage area in square miles;  
SL, main channel slope in feet per mile; W, percentage of drainage area as open water and wetlands]


Equation
number Equation


Average
 standard error 


of 
prediction
(percent)


Average
 equivalent


 years of
 record


1 Q2 = (RC)(DA)0.785(SL)0.174(W+1)-0.178 36.2 2.2


2 Q5 = (RC)(DA)0.766(SL)0.202(W+1)-0.221 33.7 3.5


3 Q10 = (RC)(DA)0.759(SL)0.217(W+1)-0.241 33.5 4.7


4 Q25 = (RC)(DA)0.754(SL)0.232(W+1)-0.260 34.6 6.2


5 Q50 = (RC)(DA)0.751(SL)0.240(W+1)-0.272 35.8 7.1


6 Q100 = (RC)(DA)0.750(SL)0.248(W+1)-0.281 37.2 7.8


7 Q500 = (RC)(DA)0.747(SL)0.263(W+1)-0.298 41.4 8.9


Region Q2 Q5 Q10 Q25 Q50 Q100 Q500


A 58.9 96.2 121.2 152.4 175.3 197.7 248.6


B 43.1 67.9 83.3 101.5 114.2 126.1 151.5


C 95.9 149.8 183.8 224.9 254.3 282.5 344.4

For a more complete discussion of limitations of the 
equations, refer to the section titled “Limitations of the 
Equations” on page 10.


Estimating Flood-Peak Discharge for a Site on 
an Ungaged Stream
The technique for estimating a flood-peak discharge for a 
site on an ungaged stream is illustrated in the following 
example. An estimate of the 100-year flood-peak discharge 
is needed for a site on an ungaged stream in Butler County, 
Ohio. First, it is confirmed that the stream is unregulated and 
the basin is predominately rural. The next steps depend on 
whether the simple or full-model equation will be used. In 
either case, the region must be identified that contains the 
centroid of the ungaged basin. In most instances, the region 
containing the basin centroid will be obvious once the drain-
age basin boundary is delineated. In those rare cases where a 
basin spans more than one region, it may be desirable to use 
a GIS (or another method with comparable accuracy) to 
determine the location of the basin centroid. In this case, the 
basin centroid is determined to lie within region C. The sim-


ple 100-year peak-discharge equation for region C (table 1) 
is


.


The drainage area (DA) for the ungaged site is determined to 
be 0.29 mi2 by digitizing or planimetering the area within the 
basin boundary. Substituting the value determined for drain-
age area into the equation shown above yields an estimate of 
Q100 of 322 ft3/s.


The full-model 100-year peak-discharge equation (table 2) 
for region C is


.


By use of a GIS, the main-channel slope (SL) and percentage 
of the basin classified as open water and wetlands (W) are 
determined to be 99.0 ft/mi and 0.25 percent, respectively. 


Q100 721.9 DA( )0.652
=


Q100 282.5 DA( )0.750 SL( )0.248 W 1+( ) 0.281–
=
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Table 3. Statistics of selected basin characteristics, by region, for streamflow-gaging stations 
used in the regression analyses
[DA, drainage area; SL, main channel slope; W, percentage of the basin classified as water and wetlands; mi2, square miles;  
ft/mi, feet per mile]


Region Statistic DA
(mi2)


SL
(ft/mi)


W
(percent)


A


Maximum
Minimum
Mean
Median


7,422
.01


290.5
64.3


994
1.89


54.7
15.3


25.8
.00


2.13
0.67


B


Maximum
Minimum
Mean
Median


6,330
.04


414
60.6


500
.97


25.4
8.94


7.78
.00


1.95
1.28


C


Maximum
Minimum
Mean
Median


1,713
.25


192.
68.7


253
6.56


39.5
16.1


1.13
.00
.39
.26

Substituting the values for DA (determined previously), SL, 
and W into the full-model equation shown above yields an 
estimate of Q100 of 328 ft3/s.


Estimating Flood-Peak Discharge for a Site on 
a Gaged Stream
The technique for estimating flood-peak discharge for an 
ungaged site on a gaged stream is illustrated in the following 
example. An estimate of the 25-year flood-peak discharge is 
needed for an ungaged site on Big Walnut Creek just 
upstream of the confluence with Culver Creek in Delaware 
County, Ohio. The site is upstream from the streamflow-gag-
ing station Big Walnut Creek at Sunbury, Ohio (03228300). 
First, it is confirmed that the stream is unregulated and the 
basin is predominately rural. The next steps depend on 
whether the simple or full-model equation will be used. In 
either case, the region must be identified that contains the 
centroid of the ungaged basin. In this case, the basin centroid 
is determined to lie within region A. The full-model 25-year 
peak-discharge equation for region A will be used to demon-
strate the remainder of the technique. 


The full-model 25-year peak-discharge equation 
(table 2) for region A is


.


The drainage area (DA) for the ungaged site is determined to 
be 55.1 mi2 by digitizing or planimetering the area within the 
basin boundary. By use of a GIS, the main-channel slope 
(SL) and percentage of the basin classified as open water and 


wetlands (W) are determined to be 6.99 ft/mi and 0.68 per-
cent, respectively. Substituting the values for DA, SL, and W 
into the full-model equation shown above yields an estimate 
of Q25 of 4,297 ft3/s.


If the drainage area of an ungaged site on a gaged 
stream is between 50 and 150 percent of the drainage area of 
a gaged site on the same stream, then the following method 
of adjusting the estimated flood-peak discharge of the 
ungaged site is suggested:


, (1)


where


, (2)


and
Qt,a(u) is the adjusted flood-peak discharge esti-


mate with a t-year recurrence interval for 
the ungaged site;


Qt,r(u) is the regression estimate of flood-peak 
discharge with a t-year recurrence inter-
val for the ungaged site;


Qt,w(g) is the weighted flood-peak discharge esti-
mate with a t-year recurrence interval for 
the gaged site, reported in table 4 (at 
back of report);


Q25 152.4 DA( )0.754 SL( )0.232 W 1+( ) 0.260–
=


Qt a u( ), Qt r u( ), R 2 DA∆ R 1–( )
DA g( )


------------------------------------–=


R
Qt w g( ),
Qt r g( ),
------------------=
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Qt,r(g) is the regression estimate of flood-peak 
discharge with a t-year recurrence inter-
val for the gaged site, reported in table 4;


 is the absolute value of the difference in 
drainage areas of the gaged and ungaged 
sites; and


DA(g) is the drainage area of the gaged site, 
reported in table 5 (at back of report).


Equation 1 (page 6) adjusts the regression estimate for the 
ungaged site by the ratio R if the drainage area of the 
ungaged site is equal to the drainage area of the gaged site, 
and prorates the adjustment factor to 1 as the drainage area 
of the ungaged site approaches either 50 percent or 150 per-
cent of the drainage area of the gaged site.


The 55.1 mi2 drainage area for the ungaged site on 
Big Walnut Creek is between 50 and 150 percent of the 
101 mi2 drainage area for the gaged site on Big Walnut 
Creek at Sunbury, Ohio. The 25-year flood-peak discharges 
for the ungaged and gaged sites are as follows:


Q25,r(u) = 4,297 ft3/s (as determined earlier),
Q25,w(g) = 7,240 ft3/s (table 4), and
Q25,r(g) = 6,920 ft3/s (table 4).


The difference in drainage area between the gaged and 
ungaged site is


.


Substituting the values shown above into equation 1,


,


.


If the simple equation had been used instead of the full-
model equation, the same method would be used to deter-
mine the adjusted flood-peak discharge estimate (except that 


 would have been determined by means of the simple 
equation).


Flood-frequency estimates generally are reported to 
no more than three significant figures. In the previous exam-
ples, estimates were reported to the nearest cubic foot per 
second to facilitate a better understanding of the computa-
tional procedures. 


DATA COMPILATION


The USGS routinely collects and stores information on 
annual peak discharges at crest-stage gages and continuous-
record streamflow-gaging stations. Crest-stage gages are not 
operated in a manner designed to determine continuous 
streamflow, but instead, are intended to provide information 
on instantaneous peak streamflows that occur between visits 
to the gage. In contrast, continuous-record streamflow-gag-
ing stations are designed to permit determination of stream-
flow with high temporal resolution (generally, every 30 to 60 
minutes, although shorter time intervals may be used for 
basins with small drainage areas or where circumstances 
require more frequent measurements), and peak streamflows 
are determined by searching the streamflow time series for 
maximums. In many cases, information from continuous-
record streamflow-gaging stations also is stored about peaks 
that exceed preselected base streamflows but are smaller in 
magnitude than the annual peak. These latter peaks are 
referred to as partial-peak streamflows.


Peak-streamflow data collected at continuous-record 
and crest-stage gages are stored in the USGS National Water 
Information System (NWIS) database (U.S. Geological Sur-
vey, 1998) and are mirrored on the USGS NWISweb internet 
web server (U.S. Geological Survey, 2002). NWISweb was 
used to help identify gages with characteristics suitable for 
use in this study. An NWISweb query was constructed to 
select all gages that had 10 or more years of annual peak-
streamflow data and that are within a geographic area speci-
fied so as to include all of Ohio and near-border (within 
approximately 50 mi.) areas of all adjacent states. Data from 
gages identified in the query were examined and subse-
quently screened to remove data for gages that had fewer 
than 10 years of unregulated peak streamflows or had other 
problems (for example, urban influences or data-quality 
problems). Data that passed the screen were examined again 
as a quality-assurance measure in an attempt to identify 
errors in peak-flow values and (or) inconsistencies in data-
base codes identifying regulation, urban influences, and 
other factors associated with each peak-flow datum. 


Data from a total of 305 streamflow-gaging stations 
were selected for use in this study. Of the 305 stations, 264 
are in Ohio, 14 are in Indiana, 12 are in West Virginia, 9 are 
in Pennsylvania, 4 are in Kentucky, and 2 are in Michigan 
(fig. 1). Although streamflow at some of the stations is pres-
ently (2003) regulated (generally as a result of construction 
of one or more dams upstream from the gage), each of the 
stations has at least 10 years of unregulated annual peak-dis-
charge record suitable for analysis. The minimum, median, 
and maximum lengths of unregulated record for the 305 sta-
tions were 10, 29, and 88 years, respectively. Streamflow-
gaging stations on streams that presently are regulated are 
identified with bold station numbers in table 4.


DA∆


DA∆ 101 55.1– 45.9 mi2
= =


Qt a u( ), 4297( ) 7240
6920
------------⎝ ⎠


⎛ ⎞
2 45.9 7240


6920
------------ 1–⎝ ⎠


⎛ ⎞


101
-------------------------------------------–=


Qt a u( ), 4,315 ft3/s=


Qt r u( ),
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DEVELOPMENT OF FLOOD-FREQUENCY 
ESTIMATES FOR STREAMFLOW-GAG-
ING STATIONS


Flood-frequency estimates for 305 streamflow-gaging sta-
tions in Ohio and adjacent states (table 4, fig. 1) were deter-
mined by fitting the base-10 logarithms of the annual peak-
flow series to a log-Pearson Type III distribution. The flood-
peak discharges corresponding to selected annual exceed-
ance probabilities were computed by the following equation:


, (3)


where  is the t-year recurrence interval streamflow in 
cubic feet per second,
 is the mean of the logarithms of the annual 


peak flows,
K is a factor dependent on the recurrence interval 


and the skew coefficient of the log-transformed 
annual peak flow series, and


S is the standard deviation of the log-transformed 
annual peak-flow series.


The flood-frequency estimates were calculated by 
application of version 4.1 of the USGS program PEAKFQ 
(Thomas and others, 1998). PEAKFQ performs flood-fre-
quency analyses on the basis of guidelines established by the 
Interagency Advisory Committee on Water Data (1982). 
State-specific guidelines were followed in cases where states 
have adopted specific guidelines that differ from the general 
guidelines prescribed by the Interagency Committee on 
Water Data (such as use of a specific generalized skew or 
wholesale identification of peak streamflows from specific 
years as being high or low outliers). All flood-frequency esti-
mates reported for streamflow-gaging stations outside Ohio 
were reviewed and approved by USGS personnel from those 
states.


Prior to performing the flood-frequency analyses, 
data from the 305 streamflow-gaging stations were exam-
ined for trends by computing Kendall’s tau, a nonparametric 
measure of correlation. This was done because a necessary 
assumption for the log-Pearson Type III analysis is that the 
peak-flow data are a reliable and representative time sample 
of random homogeneous events (Interagency Advisory 
Committee on Water Data, 1982). Statistically significant (p-
value ≤ 0.05) trends were found for 34 of the gages with data 
from approximately two-thirds of the 34 gages exhibiting 
negative trends. The 34 gages with significant trends were 
examined to determine if a physical cause for trends could be 
identified. Because none could be determined for any of the 
trends, they were assumed to be due to chance or to result 
from a short time sample that was not representative of a 
long-term trend, and consequently data from the 34 gages 
were retained in the analysis. 


DEVELOPMENT OF REGIONAL REGRES-
SION EQUATIONS


Regional regression equations for estimating flood-peak dis-
charges were developed as a two-step process involving both 
ordinary and generalized least-squares regression tech-
niques. Ordinary least-squares (OLS) regression techniques 
were used in the first step to determine the best models relat-
ing basin characteristics listed in appendix B to each t-year 
recurrence interval peak discharge estimate. In the second 
step, the final model identified by means of ordinary least-
squares regression techniques was used in generalized least-
squares regression analyses to develop equations that can be 
used for predictive purposes.


Ordinary Least-Square Regression
Each basin characteristic listed in appendix B was tested as 
a potential regressor variable; however, selection of regres-
sor variables for use in the final model was based on the fol-
lowing criteria:


• The choice of regressor variables, as well as the 
signs and magnitudes of their associated regression 
coefficients, must be hydrologically plausible in the 
context of peak flows. This criterion takes prece-
dence over all other criteria.


• All regressor variables should be statistically signif-
icant at the 95-percent confidence level.


• The choice of regressor variables, with the con-
straints of the first two criteria, should minimize the 
prediction error sum of squares2 (PRESS) and max-
imize the coefficient of determination (R2, a mea-
sure of the proportion of the variation in the 
dependent variable accounted for by the regression 
equation).


Previous analyses have shown that the relation 
between the t-year-recurrence-interval peak flows and basin 
characteristics can vary as a function of the geographic posi-
tion of a basin (Koltun and Roberts, 1990; Webber and Bar-
tlett, 1977). Those same analyses have shown that the 
positional variation can, to a large extent, be accounted for 
by grouping basins into regions. To test for positional varia-
tion or bias, regression analyses initially were performed 
without consideration of geographic regions. Residuals (the 
difference between the observed and predicted peak-flow 
values) from these initial models were examined for spatial 
patterns, the existence of which would indicate that spa-


Qt( )log X K S( )+=


Qt


X


2The prediction error sum of squares (PRESS) is the sum of 
squared prediction residuals, which are the differences between the 
observed values of the dependent variable and the values predicted 
from a regression equation constructed with all data except that of 
the observation for which the residual is being determined.
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tially-related bias was present in the models. As was antici-
pated, discernible spatial patterns were observed with the 
initial models. 


Three methods were tested to determine the best 
approach for eliminating the geographic bias observed with 
the initial regression models. The first method tested 
involved use of the geographic coordinates (decimal latitude 
and longitude) of the basin centroid as regressor variables. 
The second method tested involved partitioning the basins 
into regions and use of binary indicator variables to represent 
the region assignment in the regression analyses. Delineation 
of regions primarily was based on spatial patterns observed 
in the residuals along with consideration of drainage-basin 
and physiographic boundaries. The third and final method 
tested involved use of climate factors as surrogates for geo-
graphic position. Climate factors, introduced by Lichty and 
Liscum (1978) and further refined by Lichty and Karlinger 
(1990), integrate long-term rainfall and pan evaporation 
information and, according to Lichty and Karlinger (1990), 
delineate regional trends in small-basin flood frequency. Cli-
mate factors for 2-year, 25-year, and 100-year recurrence 
intervals were computed for each basin by means of a com-
puter algorithm that interpolates the climate factor at a spec-
ified latitude and longitude (in this case, the latitude and 
longitude of the basin centroid) from gridded representations 
of climate-factor isoline maps presented by Lichty and Kar-
linger (1990).


The second method (partitioning the basins into 
regions and use of binary indicator variables to represent the 
region assignment in the regression analyses) was found to 
be best for eliminating discernible geographic bias and at the 
same time minimizing the PRESS statistic. Several regional 
divisions were tested; however, the three-region division 
used by Koltun and Roberts (1990) ultimately provided the 
best results.


Simple and full models were selected on the basis of 
ordinary least-square regression analyses. Both models con-
tain binary indicator variables representing the region in 
which the basin centroid is located3. In addition, the simple 
model contains drainage area only, whereas the full model 
contains drainage area, main-channel slope (SL), and a vari-
able (W) that is the percentage of the basin in three land-
cover categories representing open-water and wetland areas.


Generalized Least-Square Regression
The models selected in the OLS regression analyses were 
used to develop generalized least-squares (GLS) regression 
equations. The GLS equations were determined by applica-


tion of version 3.0 of the USGS program GLSNET (Tasker 
and Stedinger, 1989). Stedinger and Tasker (1985) found 
that, compared to OLS regression, the GLS procedure pro-
vides more accurate parameter (regression coefficient) esti-
mates, better estimates of the accuracy with which the 
regression model’s coefficients are estimated, and almost 
unbiased estimates of the model error.


Equations developed by means of the GLS technique 
were tested to ensure that residuals were normally distrib-
uted, independent, and had constant variance. In addition, 
other tests were performed to look for conditions, such as 
moderate to strong collinearity in regressor variables, that 
could negatively affect estimation of the regression parame-
ters or their standard errors. No destabilizing conditions 
were identified.


The improvements afforded by the GLS technique 
result from the fact that it takes into consideration the vari-
ance and spatial correlation structure of the peak-flow char-
acteristics and weights each observation accordingly (Tasker 
and others, 1986). In addition, the time-sampling error in the 
estimated Qt is accounted for in evaluating the accuracy of 
the regression equation. In contrast, OLS regression assumes 
equal reliability and variance and no cross-correlation 
between peak-flow records at the streamflow-gaging sta-
tions, and so assigns equal weights to each of the peak-flow 
estimates.


As summarized by Pope and others (2001), uncer-
tainty in a flow estimate that was predicted for an ungaged 
site by means of the regression equations can be measured by 
the standard error of prediction, Sp, which is computed as the 
square root of the mean square error of prediction, MSEp. 
The MSEp is the sum of two components—the mean square 
error resulting from the model, γ2, and the sampling mean 
square error, MSEs,i, which results from estimating model 
parameters from samples of the population. The mean square 
model error, γ2, is a characteristic of the model and conse-
quently is a constant for all sites. The mean square sample 
error, MSEs,i, for a given site, however, depends on the val-
ues of the explanatory variables used to develop the flow 
estimate at that site. The standard error of prediction for a 
site, i, is computed as


, (4)


and, therefore, differs from site to site. If the values of the 
explanatory variables for the gaged sites used in the regres-
sion are assumed to be a representative sample of all sites, 
then the average accuracy of prediction for the regression 


3To simplify use of the regression equations, information con-
veyed by the binary indicator variables is included in the regres-
sion constants that vary as a function of region and recurrence 
interval. 


Sp i, γ2 MSEs i,+( )


1
2
---


=
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model can be determined by computing the average standard 
error of prediction:


. (5)


The standard error of the model (SEmodel) can be con-
verted from base-10 log units to percent error by the follow-
ing formula:


. (6)


Similarly, the average standard error of prediction can be 
transformed from base-10 log units to percent error by sub-
stituting Sp


2 for γ2 in equation 6. Computation of Sp,i for a 
given ungaged site, i, involves fairly complex matrix alge-
bra. Computational procedures and the required matrices are 
provided in appendix A. 


The standard errors of the model, which measure how 
well the regression model fits the data used to construct it, 
ranged from about 38 to 48 percent for the simple equations, 
and from 33 to 40 percent for the full-model equations. This 
error term is comparable to errors often cited and referred to 
as the ‘model error’ or ‘standard error of estimate’ in earlier 
studies in which ordinary least-squares regression was used 
to develop predictive equations. The average standard errors 
of prediction, which provide a better overall measure of the 
predictive ability of a model, ranged from about 39 to 49 per-
cent for the simple equations (table 1), and from about 34 to 
41 percent for the full-model equations (table 2). 


Another measure of predictive ability of the regres-
sion equations is equivalent years of record (Hardison, 
1971). Equivalent years of record are the number of years of 
peak-flow record needed to develop an estimate by means of 
the log-Pearson Type III technique that would be equal in 
accuracy to an estimate made by means of the regression 
equations. Equivalent years of record are shown along with 
the average standard errors of prediction in tables 1 and 2.


Weighted estimates of the t-year peak discharges 
( ) are reported in table 4 for the 305 streamflow-gaging 
stations. The weighted estimates are preferred for gaged sites 
over the log-Pearson Type III estimates or the regression 
estimates alone because they represent a weighted average of 
two independent estimates. The weighted estimates were 


determined as follows:


, (7)


where


is the log-Pearson Type III estimate of the t-year 
peak discharge;


is the regression estimate of the t-year peak dis-
charge;


is the equivalent years of record for the regression 
estimate as defined by Hardison (1971); and


is either the systematic record length, in years, if 
no historic peak-discharge data are available for 
the site, or the effective record length, in years, 
if historic peak-discharge data are available for 
the site. The effective record length is computed 
as follows:


, (8)


where


;


;


Np is the number of historic peaks;
 is the historic record length, in years; and
 is the systematic record length, in years.


Limitations of the Equations
The regression equations presented in this report can be used 
to develop flood-frequency estimates for streams in Ohio 
draining predominately rural basins4 that are free of appre-
ciable regulation. In general, basins having usable storage of 
less than 103 acre-feet per square mile are considered to be 
unregulated; however, the flood-peak discharges for an 
ungaged site directly below a large reservoir could be con-
sidered regulated regardless of the usable storage criterion 
(Benson, 1962).


The applicability of the regression equations is 
unknown when the basin-characteristic values associated 
with an ungaged site are outside a space defined by the basin 
characteristics of the calibration data set. Methods for detect-
ing when that condition occurs are discussed in appendix A.


Sp γ2 1
n
--- MSEs i,
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4See Sherwood (1993) for information on techniques for esti-
mating flood-frequency characteristics of urban streams.
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The full-model equations require use of a GIS to 
determine values of the regressor variables. Because of lim-
ited resolution of the stream coverage, it may not be possible 
to determine the main-channel slope for some small basins 
(usually with drainage areas less than about 1 square mile) 
by application of the technique described in appendix B. In 
those instances, it is acceptable to substitute a main-channel 
slope determined by computing the difference in elevation at 
points 10 and 85 percent of the distance along the main chan-
nel from the point of interest to the basin divide (as shown on 
USGS 7.5-minute topographic maps), divided by the chan-
nel distance between the two points. 


In a previous report that presented equations for esti-
mating flood-peak discharges of rural, unregulated streams 
in Ohio, Koltun and Roberts (1990) identified a tendency for 
the equations to overestimate peak discharges for basins with 
greater than 30 percent surfaced-mined area (as determined 
from USGS 7.5-minute topographic maps). Because this 
report predominately makes use of basin characteristics 
determined from spatial data layers, the relation between 
surface-mined area and peak discharges was reexamined in 
terms of land-cover characteristics identified in the National 
Land Cover data set (NLCD) (U.S. Geological Survey, 
2000). The NLCD does not have a land-cover class that cor-
responds to surface-mined area only. It does, however, have 
a land-cover class that includes quarries, strip mines, and 
gravel pits (land cover class code 32). The percentage of 
basin areas classified as quarries, strip mines, and (or) gravel 
pits ranged from 0 to 10.1 percent for the 305 streamflow-
gaging stations considered in this study. Of the 15 stations 
with greater than 0.3 percent of their drainage classified as 
quarries, strip mines, and (or) gravel pits, 10 and 12 stations 
had log-Pearson Type III estimates for the 2-year and 100-
year recurrence-interval peak discharges, respectively, that 
were smaller than their corresponding full-model equation 
regression estimates. These results indicate a tendency for 
the full-model regression equations to overestimate peak dis-
charges for basins with greater than 0.3 percent of their 
drainage classified as quarries, strip mines, and (or) gravel 
pits. This same bias was not evident with the simple equa-
tions; however, that does not necessarily imply that the sim-
ple equations provide more accurate results for surface-
mined basins.


REGION OF INFLUENCE


The region-of-influence method employs a computer pro-
gram to estimate flood-frequency characteristics for ungaged 
sites on the basis of data from gaged sites with similar char-
acteristics (Tasker and Slade, 1994). For the ungaged site of 
interest, the computer program develops a unique regression 
equation from a subset of gaged sites, called a region of 


influence (Burn, 1990a, b), selected from the database of all 
gaged sites.


Selection of the subset of gaged sites used to develop 
the regression equation is based on a Euclidean distance met-
ric (Tasker and others, 1996) determined as:


, (9)


where
duj is the distance between the ungaged site and the 


jth gaged site in terms of the basin characteris-
tics,


p is the number of basin characteristics used to com-
pute the distance metric (dij),


Xk is the kth basin characteristic,
sd(Xk) is the sample standard deviation of Xk, 


xuk is the value of Xk at the ungaged site, and 
xjk is the value of Xk at the jth gaged site.


The distance metric, duj, is computed for each gaged site in 
combination with the ungaged site and then ranked in 
ascending order. Data from gaged sites with the N smallest 
distance metrics are used to construct an equation by means 
of generalized least-squares techniques.


To use the region-of-influence technique, the opti-
mum number of gaged sites (N) forming the region of influ-
ence and the identity and number of basin characteristics (p) 
used to compute the distance metric must be determined by 
the analyst in advance. In addition, the form of the regression 
model must be set or, at a minimum, the universe of possible 
explanatory variables must be chosen. It also is worth noting 
that the characteristics used to determine the distance metric 
(and consequently the region of influence) can be different 
than the characteristics used in the regression model.


In this study, the variables used in the GLS full-model 
equations were chosen to define the universe of potential 
explanatory variables in the region-of-influence regression 
model. A step-backward selection process was used to 
remove variables from the model whose parameter estimate 
was less than the estimated standard deviation of the param-
eter estimate. 


The selection of optimum values of N and p was done 
by trial and error, using minimization of PRESS/n deter-
mined for the resulting equations as the objective criterion. 
Several factors were tested to determine the composition of 
an acceptable distance metric. Among others, tested factors 
included the basin characteristics used in the GLS full-model 
equations, the decimal latitude and longitude of the basin 
centroid, region indicator variables, and climate factors. The 
best results were obtained when the basin characteristics 
used in the GLS full-model equations and the decimal lati-
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Table 6. PRESS/n values for selected numbers of sites in the region-of-influence and for the  
generalized least-squares full-model equations


Number of
sites (n) in
 region of
influence


PRESS/n for indicated recurrence interval


2-year 5-year 10-year 25-year 50-year 100-year 500-year


10 0.0371 0.0359 0.0394 0.0459 0.0496 0.0545 0.0695


15 .0311 .0317 .0333 .0377 .0421 .0476 .0614


20 .0305 .0303 .0321 .0370 .0408 .0452 .0571


25 .0300 .0289 .0300 .0347 .0387 .0431 .0559


30 .0298 .0285 .0297 .0328 .0365 .0400 .0525


35 .0300 .0285 .0301 .0335 .0367 .0409 .0530


40 .0298 .0287 .0305 .0338 .0374 .0418 .0530


45 .0299 .0290 .0304 .0338 .0373 .0414 .0531


50 .0302 .0287 .0300 .0333 .0369 .0412 .0529


55 .0306 .0291 .0306 .0343 .0379 .0422 .0549


60 .0309 .0292 .0303 .0336 .0374 .0416 .0540


65 .0306 .0291 .0307 .0344 .0383 .0424 .0538


70 .0307 .0292 .0303 .0343 .0380 .0424 .0547


75 .0313 .0296 .0312 .0353 .0393 .0438 .0565


80 .0312 .0297 .0316 .0355 .0394 .0438 .0567


85 .0313 .0298 .0318 .0356 .0395 .0440 .0570


90 .0312 .0301 .0319 .0355 .0396 .0443 .0568


GLS 
full model


0.0267 0.0246 0.0254 0.0282 0.0316 0.0359 0.0495

tude and longitude of the basin centroid were used to com-
pute the distance metric.


The optimum number of gaged sites (N) forming the 
region of influence was determined by means of an iterative 
process in which each observation for a streamflow-gaging 
station was treated as if it were an ungaged site and used in a 
region-of-influence regression analysis. The number of 
gaged sites used to construct the region of influence was 
increased from 10 to 30 in increments of 5 and prediction 
residuals were computed for each region size. PRESS/n was 
computed for each region size and recurrence interval, and 
the results were tabulated and compared to PRESS/n for the 
GLS full-model (table 6). For all recurrence intervals, a 
region size of 20 stations resulted in minimum PRESS/n val-
ues; however, the GLS full-model equations had lower 
PRESS/n values for all recurrence intervals, indicating that 


the GLS full-model equations had superior prediction accu-
racy.


In some applications of the region-of-influence tech-
nique, the streamflow-gaging-station data considered for 
inclusion in the region of influence are constrained to one or 
more specific physical regions (Lorenz and others, 1997; 
Pope and others, 2001). To determine whether region-spe-
cific region-of-influence models provide improved accuracy, 
an analysis similar to that described above was conducted to 
compare the GLS full-model equations to region-of-influ-
ence models constructed using data from specific regions 
and region combinations. For example, a region-of-influence 
model was constructed with data from gaged sites only in 
region A and PRESS/n values were computed for stations in 
that region. In that case, the PRESS/n values were compared 
to the average squared residual determined by means of the 
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GLS full-model equations for only those stations in region 
A. For all recurrence intervals, the GLS full-model equations 
had lower PRESS/n values than the region-of-influence 
models, indicating that the GLS full-model equations had 
superior prediction accuracy.


SUMMARY AND CONCLUSIONS
Estimates of peak discharges with recurrence intervals of 2, 
5, 10, 25, 50, 100, and 500 years were developed by means 
of log-Pearson Type III analyses for 305 streamflow-gaging 
stations in Ohio and adjacent states. These estimates, along 
with measures of selected basin characteristics, were used in 
ordinary and generalized least-squares regression analyses to 
develop regional equations for estimating flood-frequency 
characteristics at ungaged sites on rural, unregulated streams 
in Ohio. Two sets of equations were developed; simple equa-
tions, based on drainage area only, and full-model equations, 
based on drainage area, main-channel slope, and the percent-
age of the basin classified as water and wetlands. Values of 
explanatory variables used in the regression models were 
determined from digital spatial data sets by means of a geo-
graphic information system, with the exception of drainage 
area, which was determined by digitizing the area within 
basin boundaries manually delineated on topographic maps. 
The simple equations and the full-model equations implicitly 
require that the basin centroid can be determined or esti-
mated with sufficient accuracy to identify the hydrologic 
region in which the basin centroid is located. In addition, 
both sets of equations are applicable to streams in Ohio 
draining predominately rural basins that are free of apprecia-
ble regulation.


A region-of-influence method, which employs a com-
puter program to estimate flood-frequency characteristics for 
ungaged sites on the basis of data from gaged sites with sim-
ilar characteristics, was tested and compared to the GLS full-
model equations. For all recurrence intervals, a region size of 
20 stations resulted in minimum PRESS/n values; however, 
the GLS full-model equations had lower PRESS/n values for 
all recurrence intervals indicating that the GLS full-model 
equations had superior prediction accuracy.
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earson Type III estimates, the middle numbers are 
, cubic feet per second.]


Record Largest recorded 
discharge


Years Period
used


Cal-
endar
year


Magni-
tude


(ft3/s)
19 1913, 


1922-1939
1913 26,300


28 1911-1938 1913 5,250


16 1963-1978 1975 2,540


60 1942-2001 1959 9,740


12 1944-1954,
1959


1950 2,210


15 1942-1955, 
1959


1959 3,660


36 1942-1977 1946 1,900


12 1931-1942 1937 8,630
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Table 4. Flood-frequency data for streamflow-gaging stations 
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are the log-P
regression estimates, and the lower numbers are weighted estimates. Streamflow-gaging stations are in Ohio unless indicated otherwise. Abbreviations: ft3/s


Map
ID


(fig. 1)


Station
number Station name Latitude Longitude


Flood-peak discharge (ft3/s) for indicated recurrence interval, in years


2 5 10 25 50 100 500


1 03022500 French Creek at Sae-
gerstown, Pa.


41°42′50″ 80°08′50″ 10,500 13,800 15,900 18,500 20,400 22,300 26,600


10,100 14,400 17,400 21,100 23,900 26,700 33,100


10,400 13,900 16,100 19,000 21,100 23,200 28,000


 


2 03023000 Cussewago Creek near 
Meadville, Pa.


41°40′20″ 80°12′55″ 1,540 2,110 2,540 3,130 3,610 4,130 5,500


2,070 3,030 3,680 4,490 5,080 5,670 7,030


1,560 2,160 2,630 3,270 3,780 4,330 5,730


 


3 03086100 Big Sewickley Creek 
near Ambridge, Pa.


40°36′27″ 80°09′49″ 622 1,010 1,320 1,790 2,180 2,630 3,870


1,000 1,740 2,280 2,990 3,530 4,080 5,410


662 1,120 1,510 2,070 2,550 3,050 4,380


 


4 03086500 Mahoning River at 
Alliance


40°55′58″ 81°05′41″ 2,120 3,380 4,380 5,840 7,090 8,490 12,400


2,440 3,710 4,580 5,700 6,520 7,340 9,250


2,130 3,390 4,390 5,830 7,040 8,380 12,000


 


5 03087000 Beech Creek near 
Bolton


40°55′50″ 81°08′50″ 1,080 1,580 1,910 2,310 2,600 2,890 3,530


820 1,330 1,700 2,160 2,510 2,860 3,690


1,040 1,530 1,850 2,260 2,570 2,880 3,600


 


6 03088000 Deer Creek at Lima-
ville


40°58′45″ 81°09′35″ 1,060 1,340 1,540 1,790 1,990 2,190 2,690


944 1,400 1,710 2,090 2,380 2,660 3,300


1,050 1,350 1,560 1,840 2,050 2,270 2,810


 


7 03089500 Mill Creek near Berlin 
Center


41°00′01″ 80°58′07″ 972 1,360 1,620 1,940 2,180 2,420 2,980


725 1,130 1,410 1,760 2,020 2,280 2,890


959 1,340 1,600 1,920 2,160 2,400 2,970


 


8 03090500 Mahoning River 
below Berlin Dam 
near Berlin Center


41°02′54″ 81°00′05″ 5,560 7,410 8,530 9,850 10,800 11,700 13,600


4,700 6,800 8,230 10,000 11,400 12,700 15,700


5,430 7,290 8,460 9,910 11,000 12,000 14,400


 







5,630 52 1942-1993 1959 3,890


2,730


5,140


3,300 36 1966-2001 1979 2,810


2,840


3,230


1,560 23 1947-1969 1959 2,400


1,840


1,620


9,270 40 1927-1966 1959 8,340


8,100


9,110


246 13 1950-1962 1956 103


157


196


8,200 72 1927-1934, 
1938-2001


1979 8,150


7,830


8,170


2,460 31 1947-1977 1959 1,470


1,270


2,190


6,510 14 1930-1943 1943 3,080


7,880


6,820


 the log-Pearson Type III estimates, the middle numbers are 
tions: ft3/s, cubic feet per second.]


ars Record Largest recorded 
discharge


500 Years Period
used


Cal-
endar
year


Magni-
tude
(ft3/s)
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9 03092000 Kale Creek near Price-
town


41°08′23″ 80°59′43″ 1,090 1,660 2,100 2,750 3,300 3,920


733 1,110 1,370 1,700 1,940 2,180


1,080 1,620 2,040 2,640 3,130 3,670


 


10 03092090 West Branch 
Mahoning River 
near Ravenna


41°09′41″ 81°11′50″ 922 1,310 1,590 1,960 2,250 2,550


757 1,150 1,420 1,760 2,010 2,260


915 1,300 1,570 1,940 2,220 2,510


 


11 03092100 Hinkley Creek near 
Charlestown


41°09′10″ 81°10′05″ 334 499 625 805 955 1,120


457 715 894 1,120 1,290 1,450


342 518 656 853 1,010 1,180


 


12 03092500 West Branch 
Mahoning River 
near Newton Falls


41°10′18″ 81°01′16″ 2,570 3,730 4,530 5,590 6,400 7,230


2,320 3,420 4,170 5,110 5,810 6,490


2,560 3,710 4,500 5,540 6,330 7,140


 


13 03092600 Ordnance Creek near 
Newton Falls


41°11′20″ 81°01′05″ 37 66 89 121 147 175


29 51 67 88 104 120


35 62 81 106 126 146


 


14 03093000 Eagle Creek at Pha-
lanx Station


41°15′40″ 80°57′16″ 2,680 3,780 4,500 5,400 6,050 6,700


2,290 3,350 4,070 4,970 5,640 6,300


2,680 3,770 4,490 5,380 6,030 6,680


 


15 03094900 Walnut Creek at Cort-
land


41°19′49″ 80°43′28″ 487 816 1,050 1,370 1,610 1,860


337 518 640 793 905 1,020


478 788 1,000 1,280 1,480 1,690


 


16 03096000 Mosquito Creek at 
Niles


41°11′02″ 80°45′39″ 1,580 2,450 3,060 3,840 4,450 5,050


2,550 3,600 4,300 5,170 5,810 6,440


1,630 2,550 3,210 4,050 4,690 5,330


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are
regression estimates, and the lower numbers are weighted estimates. Streamflow-gaging stations are in Ohio unless indicated otherwise. Abbrevia


Map
ID


(fig. 1)


Station
number Station name Latitude Longitude


Flood-peak discharge (ft3/s) for indicated recurrence interval, in ye


2 5 10 25 50 100







35 1913, 
1944-1977


1913 7,140


24 1959-1982 1959 2,140


31 1947-1977 1958 749


36 1966-2001 1986 2,740


12 1969-1980 1980 398


86 1916-2001 1924 23,000


57 1912-1932, 
1934-1969


1937 19,000


76 1916-1932, 
1942-1994, 
1996-2001


1922 10,000


earson Type III estimates, the middle numbers are 
, cubic feet per second.]


Record Largest recorded 
discharge


Years Period
used


Cal-
endar
year


Magni-
tude


(ft3/s)
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17 03098500 Mill Creek at Young-
stown


41°04′19″ 80°41′26″ 1,470 2,410 3,190 4,350 5,360 6,510 9,790


1,880 2,850 3,510 4,350 4,970 5,590 7,030


1,490 2,440 3,210 4,350 5,320 6,390 9,370


 


18 03098700 Crab Creek at Young-
stown


41°07′20″ 80°38′08″ 671 857 982 1,140 1,270 1,390 1,700


633 1,000 1,260 1,590 1,840 2,080 2,660


669 868 1,010 1,200 1,340 1,490 1,850


 


19 03102900 Clear Creek at Dil-
worth


41°26′45″ 80°39′56″ 64 123 175 254 324 404 632


105 182 238 310 364 418 546


66 129 182 263 331 407 611


 


20 03102950 Pymatuning Creek at 
Kinsman


41°26′34″ 80°35′18″ 1,420 1,960 2,310 2,720 3,010 3,290 3,900


1,520 2,080 2,430 2,880 3,190 3,510 4,210


1,420 1,970 2,320 2,730 3,030 3,310 3,940


 


21 03104760 Harthegig Run near 
Greenfield, Pa.


41°11′10″ 80°19′38″ 175 273 342 434 505 577 756


168 283 365 470 548 627 812


174 275 348 446 521 597 779


 


22 03106000 Connoquenessing 
Creek near 
Zelienople, Pa.


40°49′01″ 80°14′33″ 7,970 10,700 12,600 15,100 17,000 19,000 23,800


8,760 13,600 17,100 21,500 24,800 28,200 36,100


7,990 10,800 12,800 15,500 17,500 19,600 24,800


 


23 03106500 Slippery Rock Creek 
at Wurtemburg, Pa.


40°53′02″ 80°14′02″ 7,480 10,900 13,200 16,100 18,400 20,600 26,000


7,780 11,400 14,000 17,200 19,600 22,000 27,600


7,490 10,900 13,200 16,200 18,400 20,700 26,200


 


24 03108000 Raccoon Creek at 
Moffatts Mill, Pa.


40°37′40″ 80°20′16″ 3,720 5,550 6,820 8,490 9,770 11,100 14,300


3,620 5,460 6,670 8,140 9,190 10,200 12,500


3,720 5,540 6,810 8,460 9,720 11,000 14,100


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are the log-P
regression estimates, and the lower numbers are weighted estimates. Streamflow-gaging stations are in Ohio unless indicated otherwise. Abbreviations: ft3/s
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2,230 35 1947-1981 1958 1,500


2,540


2,290


36,800 86 1916-2001 1941 25,000


35,600


36,700


12,500 61 1941-2001 1952 9,580


10,400


12,300


55 10 1978-1987 1980 17


70


65


3,310 21 1961-1978, 
1983-1985


1978 1,700


2,400


2,990


433 11 1978-1987, 
1990


1990 190


402


416


1,140 11 1978-1987, 
1990


1990 620


1,460


1,270


839 10 1978-1987 1987 222


506


648


 the log-Pearson Type III estimates, the middle numbers are 
tions: ft3/s, cubic feet per second.]


ars Record Largest recorded 
discharge


500 Years Period
used


Cal-
endar
year
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25 03109000 Lisbon Creek at 
Lisbon


40°46′55″ 80°45′53″ 382 614 797 1,060 1,290 1,540


468 816 1,070 1,410 1,660 1,920


387 631 828 1,110 1,350 1,610


 


26 03109500 Little Beaver Creek 
near East Liverpool


40°40′33″ 80°32′27″ 8,980 13,300 16,400 20,600 24,000 27,600


9,710 14,500 17,800 22,000 25,100 28,300


8,990 13,300 16,400 20,700 24,100 27,600


 


27 03110000 Yellow Creek near 
Hammondsville


40°32′16″ 80°43′31″ 3,020 4,390 5,420 6,840 8,000 9,240


3,060 4,590 5,590 6,810 7,680 8,520


3,020 4,400 5,430 6,840 7,970 9,170


 


28 03110980 Consol Run at Bloom-
ingdale


40°19′56″ 80°48′44″ 6 12 17 24 30 37


10 20 28 38 45 53


8 15 22 32 39 47


 


29 03111150 Brush Run near Buf-
falo, Pa.


40°11′54″ 80°24′28″ 533 933 1,240 1,670 2,010 2,380


527 887 1,140 1,450 1,670 1,890


533 926 1,220 1,610 1,910 2,230


 


30 03111450 Branson Run at Geor-
getown


40°12′26″ 80°55′22″ 58 102 139 193 239 290


90 152 195 247 284 320


64 115 157 215 260 305


 


31 03111455 South Fork Short 
Creek at George-
town


40°12′27″ 80°55′12″ 224 360 461 601 714 834


399 620 766 942 1,070 1,190


247 410 536 706 836 966


 


32 03111470 Little Piney Fork at 
Parlett


40°18′07″ 80°50′55″ 63 129 191 291 385 497


111 189 242 308 355 401


70 144 207 298 371 448


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are
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10 1978-1987 1978 73


60 1942-2001 1990 8,200


10 1978-1987 1978 180


18 1983-1987, 
1989-2001


1998 5,470


60 1941-2000 1943 22,100


12 1970-1977, 
1980, 


1994-1996


1976 1,400


52 1927-1935, 
1959-2001


1980 21,900


10 1978-1987 1981 240


earson Type III estimates, the middle numbers are 
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33 03111490 Piney Fork tributary 
near Piney Fork


40°16′18″ 80°50′48″ 15 26 35 50 63 78 125


46 83 108 140 163 186 238


21 40 59 86 108 131 187


 


34 03111500 Short Creek near Dil-
lonvale


40°11′36″ 80°44′04″ 2,820 4,120 4,970 6,020 6,780 7,530 9,220


2,570 3,820 4,630 5,620 6,320 7,000 8,510


2,810 4,110 4,950 5,990 6,750 7,480 9,140


 


35 03111540 Sloan Run tributary 
near Harrisville


40°09′07″ 80°52′59″ 49 133 224 388 551 756 1,430


66 129 178 244 295 348 476


53 132 202 305 390 482 731


 


36 03111548 Wheeling Creek below 
Blaine


40°04′01″ 80°48′31″ 2,620 4,040 5,030 6,320 7,300 8,290 10,700


3,170 5,000 6,300 7,960 9,210 10,500 13,400


2,670 4,170 5,250 6,670 7,760 8,850 11,500


 


37 03112000 Wheeling Creek at 
Elm Grove, W. Va.


40°02′40″ 80°39′40″ 9,120 13,700 16,800 21,100 24,300 27,700 36,000


7,500 11,700 14,800 18,700 21,600 24,500 31,500


9,050 13,500 16,700 20,800 24,000 27,300 35,400


 


38 03113700 Little Grave Creek 
near Glendale, W. 
Va.


39°57′40″ 80°42′04″ 495 940 1,310 1,870 2,340 2,870 4,320


481 875 1,170 1,570 1,880 2,190 2,950


492 923 1,270 1,750 2,140 2,550 3,610


 


39 03114000 Captina Creek at Arm-
strongs Mills


39°54′31″ 80°55′27″ 6,120 9,320 11,600 14,700 17,100 19,600 25,900


4,170 6,590 8,320 10,500 12,200 13,900 17,800


6,040 9,160 11,400 14,300 16,500 18,900 24,700


 


40 03114240 Wood Run near 
Woodsfield


39°46′56″ 81°03′21″ 65 133 192 284 365 456 713


88 169 230 313 377 442 602


70 144 208 298 371 449 646


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
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35,900 79 1875, 
1916-1922, 
1926-1995, 


1997


1875 30,000


39,900


36,200


1,320 12 1966-1977 1974 585


738


975


1,290 11 1967-1977 1974 635


1,050


1,160


3,530 10 1978-1987 1981 2,020


2,630


3,040


33,100 29 1959-1981, 
1996-2001


1998 32,300


24,800


31,100


194 10 1978-1987 1979 79


240


225


28,600 20 1916-1935 1935 16,800


26,100


28,000


1,590 10 1978-1987 1980 760


1,170


1,340


 the log-Pearson Type III estimates, the middle numbers are 
tions: ft3/s, cubic feet per second.]
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41 03114500 Middle Island Creek at 
Little, W. Va.


39°28′30″ 80°59′50″ 13,500 17,600 20,400 23,900 26,600 29,300


10,100 15,500 19,200 24,100 27,700 31,300


13,400 17,500 20,300 24,000 26,700 29,500


 


42 03114550 Buffalo Run near 
Friendly, W. Va.


39°30′23″ 81°01′41″ 207 369 493 665 804 950


117 217 293 393 470 548


183 315 408 531 626 726


 


43 03114600 Little Buffalo Run 
near Friendly, W. 
Va.


39°30′10″ 81°00′59″ 254 416 535 697 825 959


162 303 411 555 666 779


229 377 484 629 744 863


 


44 03115280 Trail Run near Antioch 39°37′29″ 81°02′54″ 629 979 1,260 1,670 2,030 2,420


460 818 1,080 1,430 1,700 1,970


590 930 1,190 1,570 1,870 2,200


 


45 03115400 Little Muskingum 
River at Bloom-
field


39°33′47″ 81°12′14″ 7,340 10,900 13,600 17,400 20,600 24,000


5,890 9,260 11,600 14,700 17,000 19,400


7,240 10,800 13,400 17,000 19,900 23,000


 


46 03115410 Graham Run near 
Bloomfield


39°32′36″ 81°12′52″ 20 40 58 84 106 130


32 63 88 122 148 175


24 50 73 105 131 158


 


47 03115500 Little Muskingum 
River at Fay


39°28′48″ 81°17′09″ 7,650 11,200 13,600 16,900 19,500 22,100


6,470 10,000 12,500 15,700 18,100 20,500


7,550 11,000 13,500 16,700 19,200 21,700


 


48 03115510 Moss Run near 
Wingett


39°28′24″ 81°18′52″ 221 369 493 681 847 1,040


185 343 462 621 743 867


212 360 481 653 793 944


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
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33 1947-1979 1957 2,350


10 1978-1987 1984 69


10 1992-2001 1997 151


53 1913, 
1927-1978


1935 2,700


26 1947-1972 1969 3,930


23 1959-1981 1969 12,500


63 1939-2001 1969 10,700


63 1939-2001 1959 15,000
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49 03115600 Barnes Run near Sum-
merfield


39°46′20″ 81°22′26″ 540 1,090 1,580 2,350 3,060 3,870 6,290


319 569 756 1,000 1,190 1,380 1,840


519 1,010 1,420 2,010 2,510 3,070 4,640


 


50 03115710 Buffalo Run tributary 
near Dexter City


39°39′41″ 81°26′58″ 44 52 58 64 69 74 86


40 79 108 148 178 210 287


43 62 78 101 120 139 185


 


51 03115973 Schocalog Run at 
Copley Junction


41°06′11″ 81°36′12″ 114 134 146 159 168 176 194


124 186 225 271 303 334 400


116 147 169 198 218 237 278


 


52 03116000 Tuscarawas River at 
Clinton


40°55′40″ 81°37′58″ 1,320 1,810 2,130 2,530 2,840 3,140 3,850


1,990 2,660 3,070 3,540 3,870 4,180 4,840


1,330 1,830 2,170 2,590 2,900 3,210 3,930


 


53 03116100 Little Chippewa Creek 
near Smithville


40°53′39″ 81°48′46″ 739 1,150 1,440 1,820 2,120 2,430 3,180


527 822 1,010 1,250 1,410 1,570 1,920


721 1,110 1,370 1,700 1,950 2,200 2,800


 


54 03116200 Chippewa Creek at 
Easton


40°56′47″ 81°44′35″ 1,800 3,070 4,250 6,210 8,080 10,400 17,900


2,470 3,550 4,240 5,070 5,650 6,210 7,430


1,830 3,120 4,250 6,010 7,580 9,390 14,800


 


55 03117000 Tuscarawas River at 
Massillon


40°46′13″ 81°31′27″ 4,120 5,440 6,330 7,480 8,350 9,230 11,400


5,660 7,690 8,960 10,500 11,500 12,500 14,700


4,150 5,500 6,430 7,620 8,520 9,440 11,600


 


56 03117500 Sandy Creek at 
Waynesburg


40°40′21″ 81°15′36″ 3,400 4,830 5,860 7,240 8,330 9,470 12,400


4,170 6,020 7,220 8,670 9,690 10,700 12,900


3,410 4,870 5,920 7,320 8,420 9,560 12,400


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
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2,890 60 1942-2001 1959 2,470


3,050


2,910


9,820 80 1922-2001 1959 8,600


9,260


9,780


23,000 24 1924-1947 1937 14,200


19,200


22,200


2,020 35 1947-1981 1963 1,170


2,530


2,110


47,900 15 1913, 
1924-1937


1913 62,000


27,200


42,200


956 21 1966-1986 1969 340


365


633


624 43 1937-1979 1969 378


683


640


1,780 16 1950-1965 1950 740


1,340


1,590


 the log-Pearson Type III estimates, the middle numbers are 
tions: ft3/s, cubic feet per second.]
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57 03118000 Middle Branch 
Nimishillen Creek 
at Canton


40°50′29″ 81°21′14″ 629 935 1,170 1,500 1,780 2,080


969 1,420 1,720 2,060 2,310 2,540


637 951 1,190 1,540 1,820 2,120


 


58 03118500 Nimishillen Creek at 
North Industry


40°44′03″ 81°21′08″ 3,140 4,410 5,260 6,330 7,130 7,930


3,010 4,360 5,220 6,260 7,000 7,700


3,140 4,410 5,250 6,320 7,120 7,910


 


59 03119000 Sandy Creek at 
Sandyville


40°38′04″ 81°22′28″ 7,200 10,500 12,700 15,300 17,200 19,000


6,560 9,290 11,000 13,100 14,600 16,100


7,160 10,400 12,500 15,000 16,700 18,400


 


60 03119700 Conotton Creek at 
Jewett


40°21′59″ 81°00′13″ 491 753 938 1,180 1,370 1,560


611 991 1,250 1,570 1,800 2,020


497 770 967 1,230 1,430 1,630


 


61 03122500 Tuscarawas River 
below Dover Dam 
near Dover


40°31′47″ 81°25′48″ 15,000 20,800 24,700 29,900 33,900 38,000


11,300 14,900 17,100 19,800 21,600 23,400


14,700 20,100 23,600 27,900 31,200 34,400


 


62 03123400 Dundee Creek at 
Dundee


40°35′35″ 81°36′13″ 147 273 369 498 600 704


72 127 166 215 250 285


131 230 294 374 432 491


 


63 03125000 Home Creek near New 
Philadelphia


40°28′06″ 81°24′10″ 121 210 274 356 419 481


135 238 310 401 468 533


122 214 280 365 429 493


 


64 03125300 West Branch Spencer 
Creek at Hendrys-
burg


40°03′30″ 81°09′30″ 202 420 596 846 1,050 1,260


230 413 550 730 868 1,010


206 418 583 806 979 1,160
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10 1978-1987 1978 147


11 1978-1987, 
1990


1990 1,270


10 1978-1987 1981 38


17 1913, 
1922-1937


1913 83,000


19 1940-1958 1946 35


65 1937-2001 1957 1,140


25 1938-1955, 
1957-1963


1946 193


28 1950-1977 1969 310
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65 03125450 Robinson Run near 
Hendrysburg


40°05′08″ 81°10′27″ 97 130 150 174 191 207 244


214 387 517 689 820 954 1,280


116 181 237 318 380 443 587


 


66 03127950 Clear Fork near Jewett 40°19′28″ 81°01′20″ 209 380 534 782 1,010 1,290 2,140


284 467 592 745 855 963 1,210


220 399 550 769 948 1,140 1,660


 


67 03128650 Mud Run tributary at 
Wainwright


40°25′07″ 81°24′57″ 11 19 26 37 47 58 89


70 127 169 224 266 308 410


17 36 55 86 112 140 209


 


68 03129000 Tuscarawas River at 
Newcomerstown


40°15′41″ 81°36′33″ 21,300 31,100 38,400 48,500 56,600 65,300 88,200


19,000 25,300 29,300 34,100 37,400 40,600 47,600


21,100 30,500 37,000 45,700 52,300 59,200 76,600


 


69 03129012 White Eyes Creek trib-
utary near 
Coshocton


40°21′41″ 81°47′52″ 3 11 20 38 56 80 160


5 11 16 23 29 35 49


4 11 18 28 37 46 71


 


70 03129014 White Eyes Creek trib-
utary near 
Coshocton


40°21′36″ 81°47′04″ 99 212 321 507 686 905 1,610


78 150 206 281 339 398 544


98 205 303 459 601 766 1,260


 


71 03129016 White Eyes Creek trib-
utary near 
Coshocton


40°21′29″ 81°46′53″ 30 68 105 170 233 311 559


30 59 82 113 137 162 222


30 66 98 149 192 242 381


 


72 03129300 Whetstone Creek trib-
utary near Olives-
burg


40°53′15″ 82°24′25″ 42 71 93 124 150 177 249


35 65 87 116 138 160 212


41 70 92 122 146 171 235
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1,790 33 1947-1978, 
1987


1987 1,030


1,500


1,730


25,100 31 1946-1975, 
1987


1987 21,300


13,100


22,700


19,200 31 1913, 
1926-1949, 


1959, 
1962-1964, 
1966, 1969


1969 27,000


13,800


18,200


37,200 17 1913, 
1922-1937


1913 55,000


60,500


42,000


25,800 48 1954-2001 1959 38,000


19,900


24,700


65,400 54 1913, 
1922-1974


1959 75,900


35,300


60,300


63,900 17 1913, 
1922-1937


1913 102,000


86,700


69,000


2,830 18 1946, 
1966-1982


1946 1,880


801


1,700


 the log-Pearson Type III estimates, the middle numbers are 
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73 03130500 Touby Run at Mans-
field


40°45′53″ 82°32′43″ 403 627 788 1,010 1,180 1,350


325 537 687 879 1,020 1,170


398 618 775 985 1,150 1,320


 


74 03132000 Clear Fork at Butler 40°35′37″ 82°25′20″ 3,310 5,430 7,250 10,100 12,700 15,800


3,450 5,230 6,460 8,030 9,190 10,400


3,310 5,410 7,180 9,860 12,200 14,900


 


75 03134000 Jerome Fork at Jerom-
eville


40°48′07″ 82°12′01″ 2,540 4,090 5,430 7,590 9,570 11,900


3,430 5,320 6,640 8,330 9,590 10,900


2,580 4,160 5,540 7,670 9,570 11,800


 


76 03136000 Mohican River at 
Greer


40°30′53″ 82°11′44″ 10,700 15,100 18,200 22,300 25,500 28,800


16,500 24,500 30,100 37,300 42,600 47,900


11,100 16,000 19,600 24,500 28,400 32,300


 


77 03136500 Kokosing River at 
Mount Vernon


40°24′20″ 82°30′00″ 4,350 6,750 8,710 11,700 14,300 17,200


5,070 7,770 9,650 12,100 13,900 15,600


4,380 6,810 8,790 11,700 14,200 17,000


 


78 03137000 Kokosing River at 
Millwood


40°23′51″ 82°17′09″ 9,730 16,300 21,700 29,600 36,400 44,000


9,390 14,100 17,400 21,700 24,800 27,900


9,720 16,200 21,300 28,700 34,900 41,700


 


79 03138500 Walhonding River 
below Mohawk 
Dam at Nellie


40°20′29″ 82°03′56″ 19,600 28,900 34,900 42,200 47,500 52,600


23,900 35,300 43,200 53,500 61,100 68,700


19,900 29,600 36,100 44,200 50,100 55,900


 


80 03138900 Jennings Ditch tribu-
tary near Wooster


40°44′45″ 81°55′48″ 76 195 331 600 895 1,300


124 232 314 423 507 593


81 202 327 537 735 970
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71 1931-2001 1969 47,500


35 1937-1971 1957 382


35 1937-1971 1969 724


35 1937-1971 1957 1,404


34 1938-1971 1957 216


35 1937-1971 1957 1,590


36 1935, 
1937-1971


1935 9,020


65 1937-2001 1969 8,720
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81 03139000 Killbuck Creek at Kill-
buck


40°28′53″ 81°59′10″ 3,340 5,370 7,210 10,300 13,100 16,700 28,100


8,040 11,700 14,200 17,300 19,600 21,900 27,300


3,410 5,520 7,450 10,600 13,500 17,000 28,000


 


82 03139930 Little Mill Creek tribu-
tary near 
Coshocton


40°24′23″ 81°48′11″ 63 135 203 315 421 546 933


84 158 215 290 347 406 550


65 138 205 310 402 507 807


 


83 03139940 Little Mill Creek near 
Coshocton


40°24′01″ 81°47′54″ 155 306 434 626 790 972 1,470


181 335 452 608 727 849 1,150


157 309 437 622 776 942 1,380


 


84 03139960 Little Mill Creek near 
Coshocton


40°23′32″ 81°48′24″ 301 591 836 1,210 1,520 1,880 2,850


256 467 626 836 997 1,160 1,560


297 575 802 1,130 1,400 1,690 2,460


 


85 03139970 Little Mill Creek tribu-
tary near 
Coshocton


40°23′33″ 81°48′19″ 26 65 105 173 237 315 552


40 78 107 147 177 209 285


27 67 106 166 218 277 441


 


86 03139980 Little Mill Creek near 
Coshocton


40°23′03″ 81°49′04″ 414 810 1,140 1,620 2,020 2,470 3,650


380 684 912 1,210 1,440 1,680 2,250


411 796 1,100 1,540 1,900 2,270 3,260


 


87 03139990 Little Mill Creek near 
Coshocton


40°21′51″ 81°50′20″ 701 1,420 2,080 3,180 4,210 5,440 9,290


584 1,040 1,370 1,820 2,160 2,510 3,340


694 1,380 1,990 2,940 3,790 4,760 7,640


 


88 03140000 Mill Creek near 
Coshocton


40°21′46″ 81°51′45″ 1,230 2,360 3,440 5,250 7,000 9,150 16,200


1,280 2,120 2,720 3,500 4,090 4,680 6,090


1,230 2,350 3,380 5,040 6,590 8,420 14,100


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are the log-P
regression estimates, and the lower numbers are weighted estimates. Streamflow-gaging stations are in Ohio unless indicated otherwise. Abbreviations: ft3/s
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Station
number Station name Latitude Longitude


Flood-peak discharge (ft3/s) for indicated recurrence interval, in years


2 5 10 25 50 100 500







503 31 1940-1970 1957 240


181


350


162 61 1939-1972, 
1975-2001


1957 116


130


153


214 30 1940-1969 1957 76


107


158


7,430 11 1957-1967 1963 3,890


7,950


7,630


23,600 65 1937-2001 1979 16,800


17,100


22,700


186,000 17 1913, 
1922-1937


1913 228,000


159,000


179,000


799 18 1966-1982, 
1990


1979 365


571


680


11,900 10 1940-1948, 
1959


1959 8,700


10,800


11,500


 the log-Pearson Type III estimates, the middle numbers are 
tions: ft3/s, cubic feet per second.]
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discharge


500 Years Period
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Cal-
endar
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Magni-
tude
(ft3/s)
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89 03140010 Spoon Creek tributary 
near Coshocton


40°22′01″ 81°47′58″ 22 57 92 154 212 283


26 50 69 94 113 133


22 56 87 134 175 221


 


90 03140020 Spoon Creek tributary 
near Coshocton


40°21′58″ 81°48′04″ 7 16 26 44 62 84


17 34 48 66 80 95


7 18 29 48 65 87


 


91 03140030 Spoon Creek tributary 
near Coshocton


40°21′27″ 81°48′11″ 14 33 50 78 104 133


13 27 38 53 65 77


14 31 46 69 87 106


 


92 03142200 Salt Fork near Cam-
bridge


40°05′05″ 81°27′20″ 1,740 2,590 3,220 4,080 4,780 5,520


1,910 3,010 3,780 4,760 5,490 6,220


1,760 2,670 3,350 4,280 5,010 5,760


 


93 03144000 Wakatomika Creek 
near Frazeysburg


40°07′57″ 82°08′53″ 4,270 7,070 9,190 12,100 14,500 17,100


4,090 6,420 8,070 10,200 11,800 13,300


4,270 7,040 9,110 12,000 14,200 16,600


 


94 03144500 Muskingum River at 
Dresden


40°07′13″ 81°59′59″ 46,100 68,600 84,800 106,000 123,000 141,000


53,800 73,700 87,200 105,000 117,000 130,000


46,600 69,100 85,100 106,000 122,000 139,000


 


95 03144800 Etna Creek at Etna 39°58′08″ 82°40′55″ 108 191 259 359 444 538


106 186 245 320 377 435


107 190 254 343 414 489


 


96 03145500 Raccoon Creek at 
Granville


40°03′50″ 82°31′35″ 4,060 6,090 7,290 8,640 9,520 10,300


2,600 4,090 5,140 6,470 7,470 8,460


3,880 5,750 6,830 8,070 8,940 9,760


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are
regression estimates, and the lower numbers are weighted estimates. Streamflow-gaging stations are in Ohio unless indicated otherwise. Abbrevia
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Station
number Station name Latitude Longitude


Flood-peak discharge (ft3/s) for indicated recurrence interval, in ye
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31 1947-1977 1959 445


24 1940-1948, 
1956, 1959, 
1970-1982


1979 10,200


62 1940-2001 1959 45,000


45 1903-1906, 
1913, 


1922-1961


1959 49,800


22 1913, 
1940-1960


1959 47,000


31 1947-1977 1976 2,430


25 1963-1987 1963 5,600


14 1935-1947,
2001


1940 5,240


earson Type III estimates, the middle numbers are 
, cubic feet per second.]


Record Largest recorded 
discharge
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Cal-
endar
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Magni-
tude


(ft3/s)
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97 03145600 Otter Fork near Cen-
terburg


40°17′35″ 82°43′09″ 125 208 272 364 440 523 747


179 292 370 468 541 613 780


130 217 287 384 463 546 756


 


98 03146000 North Fork Licking 
River at Utica


40°13′41″ 82°27′06″ 4,910 6,360 7,310 8,500 9,380 10,300 12,400


3,570 5,610 7,060 8,910 10,300 11,700 15,000


4,790 6,270 7,270 8,580 9,570 10,600 13,000


 


99 03146500 Licking River near 
Newark


40°03′33″ 82°20′23″ 11,800 17,800 22,100 27,700 32,100 36,700 48,000


10,700 16,000 19,700 24,400 27,900 31,400 39,700


11,800 17,700 21,900 27,400 31,700 36,100 47,000


 


100 03147000 Licking River at 
Toboso


40°03′26″ 82°13′12″ 12,800 20,100 25,200 31,800 36,700 41,700 53,300


12,700 18,900 23,300 28,800 33,000 37,100 46,900


12,800 20,100 25,100 31,500 36,300 41,100 52,500


 


101 03147500 Licking River below 
Dillon Dam near 
Dillon Falls


39°59′18″ 82°04′50″ 13,900 24,200 32,300 43,900 53,400 63,700 90,800


14,800 22,400 27,700 34,600 39,700 44,900 57,100


14,000 24,000 31,400 41,600 49,500 57,900 79,000


 


102 03147900 Timber Run near 
Zanesville


39°57′00″ 82°03′07″ 803 1,340 1,730 2,260 2,670 3,090 4,130


702 1,220 1,600 2,100 2,480 2,870 3,790


793 1,320 1,710 2,220 2,620 3,030 4,030


 


103 03148300 Moxahala Creek at 
Roseville


39°48′38″ 82°04′13″ 2,350 3,390 4,150 5,200 6,050 6,960 9,340


2,110 3,180 3,910 4,840 5,520 6,200 7,770


2,330 3,360 4,120 5,140 5,950 6,790 8,940


 


104 03149500 Salt Creek near Chan-
dlersville


39°54′31″ 81°51′38″ 3,180 4,130 4,720 5,430 5,940 6,440 7,560


2,560 4,070 5,140 6,520 7,550 8,580 11,000


3,090 4,120 4,820 5,730 6,420 7,120 8,720


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are the log-P
regression estimates, and the lower numbers are weighted estimates. Streamflow-gaging stations are in Ohio unless indicated otherwise. Abbreviations: ft3/s
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Station
number Station name Latitude Longitude


Flood-peak discharge (ft3/s) for indicated recurrence interval, in years
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232,000 17 1913, 
1922-1937


1913 270,000


184,000


220,000


828 15 1966-1980 1980 470


684


752


10,800 30 1952-1978, 
1997, 2000, 


2002


2000 8,700


13,400


11,300


40,500 64 1916-1920, 
1930-1931, 
1939-1994, 


1997


1950 28,100


39,400


40,400


16,200 62 1940-2001 1948 16,000


13,600


15,700


42,800 71 1907, 
1932-2001


1907 36,000


37,700


42,300


765 12 1966-1977 1968 370


822


795


520 11 1977-1987 1981 250


742


626


 the log-Pearson Type III estimates, the middle numbers are 
tions: ft3/s, cubic feet per second.]


ars Record Largest recorded 
discharge


500 Years Period
used


Cal-
endar
year


Magni-
tude
(ft3/s)
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105 03150000 Muskingum River at 
Mcconnelsville


39°38′42″ 81°51′00″ 55,800 85,800 107,000 135,000 156,000 178,000


62,900 85,600 101,000 121,000 135,000 150,000


56,300 85,800 106,000 132,000 152,000 172,000


 


106 03150600 Tupper Creek at 
Devola


39°28′24″ 81°27′58″ 139 224 292 391 475 569


115 209 279 372 442 513


134 220 288 383 460 542


 


107 03154500 Reedy Creek near 
Reedy, W. Va.


38°57′40″ 81°23′25″ 3,620 4,920 5,790 6,920 7,780 8,660


2,940 4,780 6,100 7,800 9,080 10,400


3,580 4,900 5,830 7,040 7,980 8,940


 


108 03155500 Hughes River at 
Cisco, W. Va.


39°07′07″ 81°16′39″ 14,300 19,500 22,900 27,100 30,200 33,300


9,950 15,300 19,000 23,800 27,300 30,900


14,200 19,300 22,600 26,800 29,900 33,100


 


109 03157000 Clear Creek near 
Rockbridge


39°35′18″ 82°34′43″ 2,630 4,100 5,310 7,160 8,790 10,700


3,070 4,920 6,240 7,950 9,230 10,500


2,650 4,140 5,380 7,240 8,840 10,600


 


110 03157500 Hocking River at 
Enterprise


39°33′54″ 82°28′29″ 7,010 10,900 14,100 19,000 23,300 28,300


9,810 14,900 18,400 23,000 26,300 29,700


7,070 11,000 14,300 19,300 23,600 28,400


 


111 03158100 Hayden Run near Hay-
denville


39°28′57″ 82°19′06″ 83 149 207 298 381 477


131 243 328 439 525 612


91 173 245 353 442 539


 


112 03158220 Glen Run near Doan-
ville


39°24′06″ 82°11′44″ 106 171 219 283 334 387


126 228 304 403 479 556


110 186 246 330 395 462


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are
regression estimates, and the lower numbers are weighted estimates. Streamflow-gaging stations are in Ohio unless indicated otherwise. Abbrevia
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Flood-peak discharge (ft3/s) for indicated recurrence interval, in ye
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10 1978-1987 1981 265


90 1873, 1884, 
1907, 1913, 
1916-2001


1907 50,000


36 1966-2001 1997 15,600


13 1965-1977 1971 615


13 1965-1977 1973 870


13 1965-1977 1965 299


10 1978-1987 1983 125


11 1971-1981 1974 990


earson Type III estimates, the middle numbers are 
, cubic feet per second.]
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113 03159450 Mill Creek near 
Chauncey


39°22′46″ 82°05′04″ 120 197 256 340 409 483 679


174 319 428 573 684 796 1,070


131 230 313 432 527 626 872


 


114 03159500 Hocking River at 
Athens


39°19′44″ 82°05′16″ 12,200 17,700 22,000 28,200 33,300 39,000 54,500


15,400 22,600 27,600 34,000 38,700 43,400 54,500


12,200 17,900 22,200 28,400 33,600 39,200 54,500


 


115 03159540 Shade River near 
Chester


39°03′49″ 81°52′55″ 3,540 5,080 6,290 8,050 9,550 11,200 15,900


4,380 6,860 8,600 10,800 12,500 14,200 18,100


3,580 5,210 6,500 8,380 9,940 11,700 16,300


 


116 03159700 Grasslick Run near 
Ripley, W. Va.


38°45′53″ 81°40′40″ 149 243 321 442 549 672 1,030


96 178 241 323 385 449 604


136 222 291 388 469 556 789


 


117 03201440 Sixteenmile Creek 
near Pliny, W. Va.


38°38′39″ 82°02′53″ 298 474 617 831 1,020 1,220 1,820


113 205 273 361 428 496 659


245 374 464 588 689 798 1,090


 


118 03201480 Threemile Creek Trib-
utary near Pt. 
Pleasant, W. Va.


38°50′15″ 82°05′42″ 134 243 326 438 526 617 839


107 203 276 374 450 528 716


128 231 307 410 489 572 773


 


119 03201550 Starr Run near New 
Plymouth


39°23′46″ 82°20′49″ 52 83 106 139 166 194 268


54 104 142 193 232 272 370


53 90 121 165 200 236 326


 


120 03201600 Sandy Run above Big 
Four Hollow Creek 
near Lake Hope


39°21′45″ 82°18′47″ 109 269 446 783 1,140 1,610 3,340


131 244 330 444 532 621 838


114 261 397 604 784 986 1,570


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are the log-P
regression estimates, and the lower numbers are weighted estimates. Streamflow-gaging stations are in Ohio unless indicated otherwise. Abbreviations: ft3/s
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Station
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Flood-peak discharge (ft3/s) for indicated recurrence interval, in years


2 5 10 25 50 100 500







4,760 13 1971-1983 1974 1,200


848


1,980


25,900 78 1916-1935, 
1937, 


1939-1985, 
1992-2001


1968 20,000


37,300


26,600


36,500 44 1938-1980, 
1997


1979 20,700


29,200


35,300


388 10 1978-1987 1979 242


701


547


30,000 32 1916-1922, 
1928-1931, 


1939, 
1947-1966


1939 22,000


32,700


30,400


613 12 1976-1987 1980 378


664


638


42,500 62 1934, 1937, 
1941-2000


1997 34,400


33,000


41,400


17,200 25 1913, 
1927-1935, 
1938-1951, 


1959


1959 16,300


19,200


17,500


 the log-Pearson Type III estimates, the middle numbers are 
tions: ft3/s, cubic feet per second.]


ars Record Largest recorded 
discharge


500 Years Period
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Cal-
endar
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Magni-
tude
(ft3/s)
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121 03201700 Big Four Hollow 
Creek near Lake 
Hope


39°21′48″ 82°18′51″ 118 308 528 970 1,460 2,130


133 248 334 450 538 629


121 289 450 705 932 1,190


 


122 03202000 Raccoon Creek at 
Adamsville


38°51′32″ 82°21′43″ 6,090 8,990 11,100 14,100 16,500 19,100


10,400 15,400 18,900 23,200 26,500 29,700


6,160 9,150 11,400 14,500 17,100 19,700


 


123 03204500 Mud River near 
Milton, W. Va.


38°23′18″ 82°06′48″ 6,260 9,930 12,900 17,200 20,900 25,000


6,910 10,900 13,700 17,300 20,000 22,700


6,280 9,980 12,900 17,200 20,800 24,700


 


124 03205995 Sandusky Creek near 
Burlington


38°25′03″ 82°30′36″ 100 143 175 219 254 291


107 201 273 369 442 518


102 161 211 283 340 400


 


125 03207000 Twelvepole Creek at 
Wayne, W. Va.


38°13′05″ 82°26′55″ 6,470 10,100 12,800 16,400 19,300 22,300


7,800 12,200 15,300 19,400 22,400 25,500


6,530 10,200 13,000 16,700 19,700 22,700


 


126 03216563 Mile Branch near 
Rush, Ky.


38°21′50″ 82°47′45″ 192 273 327 395 445 495


112 204 272 361 429 498


173 252 307 381 438 496


 


127 03217000 Tygarts Creek near 
Greenup, Ky.


38°33′51″ 82°57′08″ 7,090 11,600 15,200 20,300 24,700 29,400


9,740 14,400 17,400 21,200 24,000 26,800


7,150 11,700 15,300 20,400 24,600 29,200


 


128 03217500 Scioto River at Larue 40°34′28″ 83°23′15″ 5,300 7,960 9,640 11,600 13,000 14,300


5,280 7,910 9,710 12,000 13,700 15,400


5,300 7,960 9,640 11,700 13,100 14,500


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are
regression estimates, and the lower numbers are weighted estimates. Streamflow-gaging stations are in Ohio unless indicated otherwise. Abbrevia
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38 1939-1976 1959 5,160


88 1913, 
1915-2001


1913 27,000


16 1982-1997 1987 4,420


60 1913, 
1943-2001


1997 21,800


81 1913, 
1922-2001


1913 74,500


55 1947-2001 1959 14,900


10 1947-1955, 
1959


1959 4,120


20 1955-1974 1959 19,100


earson Type III estimates, the middle numbers are 
, cubic feet per second.]
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129 03218000 Little Scioto River 
above Marion


40°37′43″ 83°10′11″ 1,090 1,710 2,200 2,900 3,500 4,140 5,920


1,580 2,380 2,900 3,520 3,960 4,380 5,310


1,110 1,750 2,260 2,970 3,560 4,180 5,810


 


130 03219500 Scioto River near 
Prospect


40°25′10″ 83°11′50″ 6,000 8,100 9,400 10,900 12,000 13,100 15,400


8,880 12,800 15,500 18,900 21,400 23,900 29,600


6,040 8,200 9,570 11,200 12,400 13,600 16,100


 


131 03219590 Bokes Creek near 
Warrensburg


40°19′20″ 83°10′30″ 2,010 2,990 3,640 4,460 5,070 5,660 7,030


2,470 3,840 4,800 6,030 6,940 7,840 9,960


2,050 3,110 3,850 4,810 5,520 6,240 7,870


 


132 03220000 Mill Creek near Belle-
point


40°14′54″ 83°10′26″ 4,640 6,900 8,600 11,000 13,000 15,100 20,900


4,320 6,580 8,150 10,200 11,600 13,100 16,600


4,630 6,880 8,570 10,900 12,900 14,900 20,400


 


133 03221000 Scioto River below 
O’Shaughnessy 
Dam near Dublin


40°08′36″ 83°07′14″ 12,900 19,600 24,500 31,300 36,700 42,500 57,400


14,200 20,500 24,800 30,200 34,200 38,200 47,400


12,900 19,600 24,500 31,200 36,500 42,200 56,600


 


134 03223000 Olentangy River at 
Claridon


40°34′58″ 82°59′20″ 3,110 4,690 5,950 7,780 9,330 11,100 15,900


4,120 6,360 7,920 9,910 11,400 12,900 16,400


3,130 4,770 6,060 7,940 9,510 11,200 15,900


 


135 03224000 Shaw Creek at Shaw-
town


40°29′00″ 82°57′25″ 807 1,120 1,340 1,650 1,890 2,150 2,830


1,130 1,860 2,380 3,050 3,550 4,060 5,240


839 1,220 1,520 1,940 2,280 2,630 3,500


 


136 03224500 Whetstone Creek near 
Ashley


40°27′18″ 82°57′28″ 2,810 4,210 5,320 6,980 8,390 9,990 14,500


3,130 4,930 6,210 7,840 9,060 10,300 13,200


2,840 4,290 5,460 7,140 8,540 10,100 14,100


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are the log-P
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26,400 39 1911-1935, 
1938-1951


1913 41,600


29,200


26,900


1,760 32 1947-1978 1959 1,050


1,470


1,680


750 12 1966-1977 1969 250


300


459


5,980 33 1947-1979 1973 3,670


3,010


5,070


10,200 13 1989-2001 1997 6,700


11,400


10,600


26,200 17 1939-1954, 
1959


1959 23,800


19,900


23,700


9,350 11 1963-1973 1963 6,460


16,900


12,600


20,500 49 1924-1936, 
1938-1973


1959 26,400


19,500


20,400


 the log-Pearson Type III estimates, the middle numbers are 
tions: ft3/s, cubic feet per second.]
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137 03225500 Olentangy River near 
Delaware


40°21′18″ 83°04′02″ 7,360 10,800 13,100 16,200 18,500 20,800


7,910 11,800 14,600 18,000 20,600 23,200


7,390 10,900 13,300 16,400 18,800 21,200


 


138 03226200 Delaware Run near 
Delaware


40°18′28″ 83°06′35″ 340 572 741 966 1,140 1,320


322 531 677 864 1,000 1,140


339 567 731 947 1,110 1,280


 


139 03226850 Linworth Run near 
Linworth


40°06′24″ 83°02′35″ 78 163 234 337 422 514


52 94 125 165 195 226


71 137 185 245 292 340


 


140 03228000 Scioto Big Run at 
Briggsdale


39°54′56″ 83°03′55″ 1,200 1,850 2,350 3,060 3,650 4,280


622 1,040 1,340 1,730 2,020 2,320


1,140 1,740 2,170 2,760 3,240 3,750


 


141 03228300 Big Walnut Creek at 
Sunbury


40°14′10″ 82°51′05″ 3,970 5,470 6,360 7,400 8,110 8,770


2,860 4,430 5,520 6,920 7,950 8,980


3,790 5,240 6,140 7,240 8,050 8,850


 


142 03228500 Big Walnut Creek at 
Central College


40°06′13″ 82°53′03″ 7,030 10,500 12,900 16,000 18,300 20,600


4,960 7,670 9,580 12,000 13,800 15,700


6,740 9,940 12,100 14,800 16,800 18,800


 


143 03228805 Alum Creek at Africa 40°10′56″ 82°57′42″ 4,360 5,670 6,410 7,240 7,800 8,310


3,870 6,180 7,810 9,920 11,500 13,100


4,260 5,800 6,860 8,230 9,260 10,300


 


144 03229000 Alum Creek at 
Columbus


39°56′42″ 82°56′28″ 4,560 6,850 8,570 11,000 12,900 15,000


4,870 7,530 9,390 11,800 13,500 15,300


4,570 6,890 8,630 11,000 13,000 15,000


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
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32 1913, 1922-
1936, 


1939-1954, 
1959


1959 59,800


79 1922-1936, 
1938-2001


1959 49,000


31 1947-1977 1968 3,820


21 1967-1981, 
1996-2001


1968 11,600


36 1927-1935, 
1938-1956, 


1959, 
1961-1967


1959 39,600


60 1908-1967 1913 260,000


35 1947-1981 1979 710


56 1926-1935, 
1940-1956, 
1959-1981, 
1996-2001


1968 21,700


earson Type III estimates, the middle numbers are 
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145 03229500 Big Walnut Creek at 
Rees


39°51′24″ 82°57′26″ 12,000 17,400 21,000 25,500 28,800 32,100 39,700


9,770 14,300 17,500 21,500 24,500 27,400 34,400


11,900 17,200 20,700 25,000 28,200 31,400 38,800


 


146 03230500 Big Darby Creek at 
Darbyville


39°42′02″ 83°06′37″ 8,380 13,100 16,800 22,100 26,500 31,300 44,300


10,800 16,200 20,000 24,800 28,400 32,100 40,600


8,420 13,200 16,900 22,200 26,600 31,300 44,000


 


147 03230600 Hominy Creek at Cir-
cleville


39°35′26″ 82°55′25″ 606 1,010 1,350 1,880 2,350 2,890 4,520


436 762 1,000 1,320 1,550 1,800 2,370


591 977 1,290 1,760 2,150 2,600 3,850


 


148 03230800 Deer Creek at Mount 
Sterling


39°42′54″ 83°15′26″ 5,730 8,570 10,400 12,800 14,400 16,100 19,800


5,490 8,390 10,400 13,000 14,900 16,900 21,400


5,710 8,550 10,400 12,800 14,500 16,300 20,200


 


149 03231000 Deer Creek at Will-
iamsport


39°35′09″ 83°07′22″ 8,430 15,500 21,600 31,100 39,500 49,300 77,900


7,370 11,200 13,900 17,300 19,800 22,400 28,300


8,390 15,200 20,800 29,200 36,400 44,400 67,000


 


150 03231500 Scioto River at Chilli-
cothe


39°20′29″ 82°58′16″ 41,500 66,900 85,200 110,000 129,000 149,000 197,000


39,900 55,400 66,100 79,600 89,600 99,600 123,000


41,500 66,400 84,200 108,000 126,000 144,000 189,000


 


151 03231600 East Fork Paint Creek 
near Sedalia


39°42′36″ 83°27′48″ 213 340 432 558 656 759 1,020


235 395 507 650 757 864 1,110


215 345 442 573 675 781 1,040


 


152 03232000 Paint Creek near 
Greenfield


39°22′45″ 83°22′32″ 5,170 8,770 11,400 15,000 17,800 20,700 27,800


5,820 8,930 11,100 13,900 15,900 18,000 22,800


5,200 8,780 11,400 14,900 17,600 20,400 27,100


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are the log-P
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13,300 10 1972-1981 1979 7,550


21,200


16,200


22,800 12 1940-1951 1964 13,400


18,900


20,900


104,000 49 1922-1970 1964 56,900


49,000


94,300


13,600 32 1947-1977, 
1992


1992 8,200


4,020


10,500


271,000 43 1913, 
1931-1973


1937 177,000


155,000


248,000


5,790 31 1947-1977 1968 5,360


3,710


5,190


3,310 11 1977-1987 1983 1,560


1,650


2,330


1,610 17 1966-1982 1966 683


791


1,160


 the log-Pearson Type III estimates, the middle numbers are 
tions: ft3/s, cubic feet per second.]
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153 03232300 Rattlesnake Creek at 
Centerfield


39°19′44″ 83°28′32″ 5,170 7,140 8,320 9,670 10,600 11,500


5,280 8,180 10,200 12,800 14,700 16,700


5,190 7,360 8,810 10,600 12,000 13,300


 


154 03232500 Rocky Fork near Bar-
retts Mills


39°13′06″ 83°23′08″ 6,380 9,350 11,400 14,000 16,000 18,000


4,370 6,930 8,760 11,100 12,900 14,700


5,980 8,700 10,500 12,900 14,700 16,500


 


155 03234000 Paint Creek near 
Bourneville


39°15′49″ 83°10′01″ 20,000 31,600 40,500 53,000 63,300 74,400


13,700 20,200 24,800 30,500 34,800 39,000


19,700 30,900 39,100 50,300 59,400 69,100


 


156 03234100 Indian Creek at Mass-
ieville


39°15′42″ 82°58′08″ 1,380 2,510 3,510 5,110 6,580 8,310


719 1,260 1,670 2,200 2,610 3,020


1,320 2,350 3,200 4,470 5,570 6,830


 


157 03234500 Scioto River at Higby 39°12′44″ 82°51′50″ 47,700 77,300 100,000 133,000 161,000 191,000


50,500 70,000 83,400 101,000 113,000 126,000


47,800 76,800 98,700 129,000 154,000 180,000


 


158 03235000 Salt Creek at Tarlton 39°33′20″ 82°46′51″ 996 1,600 2,070 2,770 3,350 4,000


716 1,230 1,600 2,090 2,450 2,830


971 1,550 2,000 2,630 3,150 3,700


 


159 03235080 Bull Creek near 
Adelphi


39°27′11″ 82°46′46″ 348 660 928 1,340 1,700 2,120


288 514 681 902 1,070 1,240


335 615 834 1,140 1,380 1,650


 


160 03235200 Little Blackjack 
Branch near South 
Bloomingville


39°27′23″ 82°30′25″ 174 356 507 727 909 1,110


123 229 311 418 501 586


164 320 436 593 716 844


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are
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28 1950-1977 1968 72


32 1947-1978 1968 957


30 1963-1979, 
1938-1950


1968 59,000


11 1975, 
1978-1987


1980 555


31 1947-1977 1968 1,400


10 1978-1987 1982 330


16 1966-1981 1976 187


39 1960, 
1964-2001


1960 7,320
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161 03235400 West Branch Tar 
Hollow Creek at 
Tar Hollow State 
Park


39°23′35″ 82°45′12″ 19 33 45 64 80 98 150


58 113 156 213 257 303 414


22 42 61 90 116 144 219


 


162 03235500 Tar Hollow Creek at 
Tar Hollow State 
Park


39°23′22″ 82°45′03″ 109 213 307 462 607 780 1,320


177 331 449 606 727 850 1,150


114 226 328 490 633 797 1,270


 


163 03235995 Salt Creek near Lon-
donderry


39°17′26″ 82°44′45″ 10,800 16,100 20,300 26,500 31,800 37,700 54,500


7,040 11,000 13,800 17,400 20,100 22,800 29,200


10,600 15,600 19,500 25,000 29,500 34,500 48,300


 


164 03236090 South Branch Little 
Salt Creek near 
Jackson


39°00′50″ 82°39′01″ 170 316 444 645 826 1,040 1,660


132 237 314 415 491 569 753


160 289 390 531 645 767 1,090


 


165 03236100 South Branch Little 
Salt Creek at 
Jackson


39°02′38″ 82°38′35″ 660 886 1,030 1,190 1,310 1,420 1,680


294 512 671 879 1,040 1,190 1,570


618 829 960 1,120 1,240 1,370 1,650


 


166 03237095 Devers Run at Lucas-
ville


38°52′54″ 83°01′13″ 190 242 275 316 346 375 444


163 304 412 556 667 781 1,060


183 262 327 418 489 563 737


 


167 03237210 Rose Run near Ports-
mouth


38°48′07″ 82°59′03″ 96 137 163 194 216 237 283


159 303 415 565 681 801 1,090


105 166 215 285 339 393 518


 


168 03237280 Upper Twin Creek at 
Mcgaw


38°38′37″ 83°12′57″ 1,240 2,160 2,810 3,640 4,250 4,850 6,190


1,450 2,430 3,140 4,030 4,700 5,370 6,940


1,250 2,190 2,850 3,690 4,320 4,930 6,330


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are the log-P
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1,630 22 1956-1977 1956 720


786


1,230


91,200 70 1927-1935, 
1941-2001


1997 77,700


51,800


85,500


1,730 12 1975-1986 1982 790


1,480


1,600


701 12 1966-1977 1970 385


708


705


28,700 74 1924-1935, 
1940-2001


1964 22,400


33,200


29,200


15,400 25 1953-1977 1959 7,920


7,640


12,900


7,630 25 1953-1977 1959 3,350


4,540


6,720


21,200 49 1953-2001 1959 14,800


15,500


20,300


 the log-Pearson Type III estimates, the middle numbers are 
tions: ft3/s, cubic feet per second.]
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169 03237300 West Branch Turkey 
Run near Win-
chester


38°56′56″ 83°40′19″ 200 350 477 672 846 1,050


160 277 358 461 537 612


194 334 444 599 726 863


 


170 03237500 Ohio Brush Creek near 
West Union


38°48′13″ 83°25′16″ 20,700 30,600 38,100 48,600 57,200 66,500


15,000 22,200 27,000 33,000 37,400 41,800


20,500 30,100 37,300 47,100 55,000 63,400


 


171 03238030 Lawrence Creek near 
Maysville, Ky.


38°38′04″ 83°47′32″ 276 458 602 813 992 1,190


303 519 671 863 1,010 1,150


282 475 626 834 998 1,170


 


172 03238400 Harwood Creek near 
Fayetteville


39°07′50″ 83°51′00″ 133 221 286 375 445 519


149 254 328 420 487 554


136 230 301 394 464 536


 


173 03238500 Whiteoak Creek near 
Georgetown


38°51′29″ 83°55′43″ 10,200 13,900 16,300 19,300 21,500 23,600


9,470 14,100 17,200 21,100 24,000 26,800


10,200 13,900 16,300 19,400 21,700 23,900


 


174 03239000 Little Miami River 
near Selma


39°48′36″ 83°44′21″ 1,390 2,930 4,270 6,300 8,060 10,000


1,760 2,830 3,570 4,530 5,240 5,960


1,420 2,920 4,150 5,920 7,370 8,910


 


175 03239500 North Fork Little 
Miami River near 
Pitchin


39°49′40″ 83°46′38″ 379 842 1,310 2,150 2,980 4,040


1,090 1,720 2,170 2,730 3,150 3,570


410 912 1,410 2,240 3,020 3,930


 


176 03240000 Little Miami River 
near Oldtown


39°44′54″ 83°55′53″ 2,620 4,790 6,590 9,260 11,600 14,100


3,760 5,880 7,370 9,290 10,700 12,200


2,660 4,850 6,640 9,270 11,500 13,900


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
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14 1955-1968 1963 3,030


14 1955-1968 1963 3,470


49 1953-2001 1959 7,300


30 1948-1977 1968 1,820


41 1926-1935, 
1940-1952, 


1959, 
1963-1964, 
1969-1983


1963 38,000


16 1966-1981 1974 880


15 1969-1983 1975 5,170


15 1969-1983 1975 5,510


earson Type III estimates, the middle numbers are 
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177 03240500 North Fork Massie 
Creek at Cedarville


39°45′25″ 83°47′25″ 701 1,500 2,240 3,460 4,600 5,940 10,000


1,140 1,830 2,320 2,940 3,410 3,870 4,960


748 1,560 2,260 3,300 4,170 5,110 7,660


 


178 03241000 South Fork Massie 
Creek near Cedar-
ville


39°44′20″ 83°45′50″ 718 1,370 1,960 2,890 3,740 4,750 7,780


745 1,210 1,540 1,960 2,270 2,580 3,310


722 1,340 1,840 2,560 3,160 3,800 5,550


 


179 03241500 Massies Creek at Wil-
berforce


39°43′22″ 83°52′58″ 1,490 2,700 3,680 5,110 6,310 7,630 11,200


2,320 3,750 4,760 6,070 7,050 8,030 10,400


1,520 2,750 3,760 5,200 6,400 7,680 11,100


 


180 03241600 Shawnee Creek at 
Xenia


39°40′32″ 83°55′32″ 383 675 873 1,120 1,290 1,460 1,820


316 550 720 941 1,110 1,280 1,680


377 658 846 1,080 1,250 1,410 1,780


 


181 03242050 Little Miami River 
near Spring Valley


39°35′00″ 84°01′49″ 7,300 12,100 15,900 21,200 25,500 30,100 42,400


8,130 12,400 15,400 19,200 22,000 24,900 31,600


7,330 12,200 15,800 21,000 25,100 29,400 40,700


 


182 03242100 Wayne Creek at 
Waynesville


39°31′08″ 84°04′47″ 258 448 596 806 980 1,170 1,660


132 246 332 446 534 623 839


229 384 495 644 762 886 1,200


 


183 03242150 Caesar Creek near 
Xenia


39°37′25″ 83°54′09″ 3,060 3,980 4,550 5,240 5,730 6,200 7,260


2,410 3,820 4,820 6,100 7,060 8,010 10,300


2,980 3,960 4,610 5,450 6,090 6,720 8,170


 


184 03242200 Anderson Fork near 
New Burlington


39°33′59″ 83°54′10″ 2,520 3,410 3,970 4,650 5,130 5,590 6,620


2,480 3,920 4,930 6,230 7,190 8,160 10,400


2,510 3,500 4,160 5,030 5,670 6,300 7,750


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
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48,900 16 1959, 
1961-1975


1959 26,000


23,900


40,900


92,900 17 1939-1952, 
1959, 


1963-1964


1959 67,000


54,700


82,200


47,100 22 1953-1974 1959 25,500


30,300


42,600


110,000 54 1913, 
1916-1917, 
1926-1976


1959 84,100


97,100


108,000


28,200 21 1950-1953, 
1959, 


1961-1975, 
2000


1964 19,800


30,400


28,700


1,110 31 1947-1977 1962 952


1,760


1,240


55,100 57 1913, 1916-
1920, 


1925-1973, 
1975-1977


1964 42,400


52,900


54,900


122,000 14 1964, 
1966-1978


1964 93,000


118,000


121,000


 the log-Pearson Type III estimates, the middle numbers are 
tions: ft3/s, cubic feet per second.]
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185 03242300 Caesar Creek at Har-
veysburg


39°30′27″ 84°00′42″ 6,990 11,200 14,700 20,300 25,300 31,200


5,700 8,960 11,300 14,200 16,400 18,700


6,880 10,900 14,200 19,000 23,100 27,700


 


186 03242500 Little Miami River 
near Fort Ancient


39°22′42″ 84°05′32″ 19,300 31,100 39,700 51,200 60,300 69,700


13,900 21,200 26,400 33,000 38,000 43,000


18,800 29,900 37,600 47,500 55,200 63,000


 


187 03244000 Todd Fork near 
Roachester


39°20′07″ 84°05′12″ 10,500 16,100 20,200 25,800 30,300 35,000


8,980 13,200 16,000 19,500 22,100 24,600


10,400 15,800 19,600 24,600 28,500 32,500


 


188 03245500 Little Miami River at 
Milford


39°10′17″ 84°17′53″ 30,500 44,000 53,400 65,800 75,300 85,200


31,800 44,800 53,400 64,100 71,900 79,500


30,500 44,000 53,400 65,600 74,900 84,500


 


189 03246500 East Fork Little Miami 
River at Williams-
burg


39°03′09″ 84°03′02″ 10,700 14,400 16,800 19,600 21,700 23,700


9,170 13,400 16,200 19,700 22,300 24,700


10,600 14,300 16,700 19,600 21,800 23,900


 


190 03247100 Paterson Run near 
Owensville


39°07′38″ 84°06′44″ 583 721 799 886 944 997


403 663 842 1,070 1,230 1,390


566 714 806 918 998 1,080


 


191 03247500 East Fork Little Miami 
River at Perintown


39°08′13″ 84°14′17″ 19,700 27,400 32,200 38,000 42,200 46,200


16,200 23,500 28,300 34,300 38,700 43,000


19,600 27,200 32,000 37,700 41,900 45,900


 


192 03248000 Little Miami River at 
Plainville


39°08′13″ 84°21′11″ 38,300 52,200 62,000 75,000 85,100 95,600


40,100 55,600 65,800 78,400 87,700 96,700


38,500 52,700 62,700 75,700 85,700 95,900
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16 1968-1983 1970 20,200


53 1939-1991 1945 5,780


14 1939-1952 1947 6,310


44 1958-2001 1959 1,780


18 1958-1975 1959 2,770


89 1913-2001 1913 44,000


17 1966-1982 1981 625


31 1947-1977 1959 1,130
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193 03254400 North Fork Grassy 
Creek near Piner, 
Ky.


38°47′31″ 84°30′50″ 2,620 4,980 7,180 10,900 14,400 18,700 32,600


1,400 2,300 2,940 3,740 4,330 4,920 6,290


2,420 4,320 5,830 8,010 9,860 11,900 17,900


 


194 03255500 Mill Creek at Reading 39°13′14″ 84°26′49″ 3,300 4,260 4,850 5,570 6,080 6,570 7,670


4,260 6,540 8,080 10,000 11,400 12,800 16,000


3,330 4,380 5,070 5,930 6,560 7,180 8,560


 


195 03258000 West Fork Mill Creek 
at Lockland


39°13′35″ 84°27′22″ 3,520 5,010 5,940 7,040 7,820 8,550 10,200


2,570 4,040 5,040 6,300 7,220 8,130 10,200


3,390 4,830 5,730 6,830 7,630 8,410 10,200


 


196 03260700 Bokengehalas Creek 
near De Graff


40°20′50″ 83°53′28″ 672 951 1,140 1,380 1,560 1,750 2,190


1,600 2,610 3,340 4,280 4,990 5,700 7,400


699 1,020 1,260 1,580 1,830 2,080 2,670


 


197 03260800 Stony Creek near De 
Graff


40°17′27″ 83°54′36″ 1,040 1,750 2,280 3,000 3,580 4,170 5,670


1,970 3,120 3,910 4,940 5,700 6,460 8,240


1,110 1,900 2,520 3,360 4,030 4,700 6,340


 


198 03261500 Great Miami River at 
Sidney


40°17′13″ 84°09′00″ 6,830 10,700 13,600 17,800 21,200 25,000 35,000


7,510 10,600 12,600 15,100 17,000 18,900 23,100


6,840 10,700 13,600 17,700 21,000 24,600 34,000


 


199 03262750 Millers Ditch at Tipp 
City


39°57′59″ 84°10′22″ 108 200 276 390 488 596 897


101 184 247 328 391 454 606


107 196 267 367 448 533 754


 


200 03263100 Poplar Creek near 
Vandalia


39°52′10″ 84°11′21″ 400 658 851 1,120 1,330 1,560 2,130


280 499 662 874 1,040 1,200 1,590


388 636 817 1,060 1,260 1,460 1,970
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1,180 31 1947-1977 1958 754


1,370


1,220


14,700 71 1913, 
1932-2001


1913 18,200


17,000


14,900


42,000 86 1913, 
1917-2001


1913 51,400


33,600


41,300


207 28 1950-1977 1953 204


269


226


3,230 33 1947-1979 1972 2,100


2,610


3,080


9,640 68 1926-1931, 
1940-2001


1959 8,000


21,800


10,500


12,700 34 1959, 1966-
1995, 


1999-2001


1959 18,300


32,700


15,200


7,240 17 1943-1959 1959 8,130


11,200


8,290


 the log-Pearson Type III estimates, the middle numbers are 
tions: ft3/s, cubic feet per second.]


ars Record Largest recorded 
discharge


500 Years Period
used


Cal-
endar
year


Magni-
tude
(ft3/s)
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201 03263700 Bridge Creek near 
Greenville


40°04′13″ 84°37′45″ 350 550 673 816 912 1,000


288 483 621 797 929 1,060


345 542 665 812 915 1,010


 


202 03264000 Greenville Creek near 
Bradford


40°06′08″ 84°25′48″ 3,070 4,790 6,060 7,820 9,240 10,800


4,500 6,810 8,410 10,400 12,000 13,500


3,100 4,850 6,160 7,970 9,420 11,000


 


203 03265000 Stillwater River at 
Pleasant Hill


40°03′28″ 84°21′22″ 9,840 15,100 18,800 23,900 27,800 31,800


9,300 13,800 16,900 20,900 23,800 26,700


9,830 15,000 18,700 23,700 27,500 31,500


 


204 03265100 Hog Run tributary at 
Laura


40°00′30″ 84°25′26″ 36 61 80 106 127 150


49 88 116 152 178 205


37 65 86 116 140 165


 


205 03266500 Mad River at Zanes-
field


40°21′01″ 83°40′28″ 409 725 989 1,390 1,730 2,120


505 865 1,130 1,470 1,730 1,990


414 738 1,010 1,400 1,730 2,100


 


206 03267000 Mad River near 
Urbana


40°06′27″ 83°47′57″ 2,480 3,730 4,590 5,730 6,600 7,490


5,010 7,960 10,100 12,800 14,800 16,900


2,520 3,840 4,800 6,070 7,060 8,060


 


207 03267900 Mad River at St. Paris 
Pike at Eagle City


39°57′51″ 83°49′54″ 5,360 7,130 8,190 9,410 10,300 11,000


7,930 12,300 15,500 19,500 22,500 25,500


5,470 7,450 8,750 10,400 11,600 12,700


 


208 03268000 Buck Creek at New 
Moorefield


39°59′31″ 83°42′53″ 1,840 2,520 3,060 3,830 4,490 5,220


2,480 4,000 5,090 6,500 7,560 8,620


1,900 2,700 3,370 4,350 5,160 6,030


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are
regression estimates, and the lower numbers are weighted estimates. Streamflow-gaging stations are in Ohio unless indicated otherwise. Abbrevia
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19 1959-1977 1959 1,000


21 1943-1959, 
1973-1976


1948 4,980


56 1913, 
1915-1921, 
1924-1956, 
1959-1973


1929 13,000


63 1904-1905, 
1913-1973


1913 55,400


29 1893-1921 1913 250,000


25 1959, 
1963-1986


1959 3,900


28 1939-1950, 
1959, 


1987-2001


1959 12,500


38 1959, 
1963-1999


1959 30,300


earson Type III estimates, the middle numbers are 
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209 03268300 Beaver Creek at 
Brighton


39°55′46″ 83°34′04″ 253 469 631 851 1,020 1,200 1,620


234 399 518 670 784 899 1,170


250 455 602 794 939 1,090 1,440


 


210 03268500 Beaver Creek near 
Springfield


39°56′26″ 83°44′56″ 1,850 2,870 3,590 4,540 5,280 6,030 7,870


1,470 2,340 2,950 3,730 4,310 4,890 6,260


1,820 2,800 3,480 4,370 5,040 5,730 7,400


 


211 03269000 Buck Creek at Spring-
field


39°55′57″ 83°49′02″ 3,180 5,440 7,200 9,730 11,800 14,100 20,200


4,280 6,760 8,530 10,800 12,500 14,200 18,300


3,210 5,490 7,280 9,810 11,900 14,100 19,900


 


212 03269500 Mad River near 
Springfield


39°55′23″ 83°52′13″ 7,770 12,600 16,400 21,600 25,800 30,400 42,300


11,200 17,100 21,400 26,800 30,900 35,000 44,700


7,840 12,800 16,600 21,900 26,200 30,700 42,500


 


213 03270500 Great Miami River at 
Dayton


39°45′55″ 84°11′51″ 36,700 57,200 70,500 86,800 98,500 110,000 135,000


29,700 41,900 50,300 61,000 68,900 76,700 95,000


36,500 56,300 69,000 84,300 95,300 106,000 129,000


 


214 03270800 Wolf Creek at Trot-
wood


39°47′39″ 84°18′36″ 1,570 2,410 2,960 3,650 4,160 4,670 5,810


1,750 2,760 3,450 4,310 4,950 5,570 7,000


1,590 2,450 3,040 3,780 4,340 4,880 6,120


 


215 03271000 Wolf Creek at Dayton 39°46′00″ 84°14′12″ 4,370 6,460 7,940 9,920 11,500 13,100 17,100


4,080 6,280 7,770 9,630 11,000 12,300 15,400


4,350 6,440 7,910 9,870 11,400 12,900 16,700


 


216 03271800 Twin Creek near 
Ingomar


39°42′28″ 84°31′30″ 7,580 10,900 13,400 17,000 20,100 23,400 32,600


8,760 13,100 16,000 19,600 22,300 24,900 30,900


7,630 11,000 13,600 17,300 20,400 23,600 32,300


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are the log-P
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578 10 1978-1987 1983 247


526


546


21,500 31 1971-2001 1989 20,200


15,900


20,200


31,100 17 1959, 
1961-1976


1968 16,800


22,000


28,100


730 17 1966-1982 1968 409


1,170


899


41,400 23 1938-1960 1959 44,500


43,300


41,800


165,000 15 1907-1921 1913 352,000


129,000


157,000


395 36 1939-1940, 
1942-1943, 
1947-1978


1960 307


400


397


592 10 1973-1982 1979 240


766


685


 the log-Pearson Type III estimates, the middle numbers are 
tions: ft3/s, cubic feet per second.]
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discharge


500 Years Period
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217 03272695 Trippetts Branch at 
Camden


39°38′03″ 84°39′08″ 100 179 236 313 373 433


92 168 223 294 347 400


98 175 230 303 359 414


 


218 03272700 Sevenmile Creek at 
Camden


39°37′45″ 84°38′40″ 3,200 5,260 6,960 9,520 11,800 14,300


4,160 6,430 7,970 9,890 11,300 12,700


3,250 5,370 7,080 9,580 11,700 14,000


 


219 03272800 Sevenmile Creek at 
Collinsville


39°31′23″ 84°36′39″ 6,130 9,760 12,500 16,300 19,300 22,600


6,080 9,180 11,300 13,900 15,800 17,700


6,130 9,680 12,300 15,700 18,400 21,200


 


220 03272900 Collins Creek at Col-
linsville


39°31′05″ 84°36′53″ 241 351 420 502 559 614


212 379 500 656 773 891


235 358 443 552 634 715


 


221 03273500 Fourmile Creek near 
Hamilton


39°27′30″ 84°32′50″ 14,500 21,300 25,300 29,900 33,000 35,800


12,500 18,500 22,600 27,600 31,300 34,900


14,400 21,000 24,900 29,500 32,700 35,600


 


222 03274000 Great Miami River at 
Hamilton


39°23′28″ 84°34′20″ 43,400 60,700 73,600 91,700 107,000 123,000


40,300 56,800 68,100 82,600 93,300 104,000


43,200 60,300 72,900 90,100 104,000 119,000


 


223 03274100 Blake Run near Reily 39°27′59″ 84°45′22″ 61 111 149 202 244 287


74 133 175 228 268 307


62 115 155 209 251 294


 


224 03274880 Greens Fork Tributary 
near Lynn, Ind.


40°01′14″ 84°56′24″ 95 167 222 299 360 426


152 264 344 445 519 594


107 195 265 361 434 508


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
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30 1913, 
1950-1978


1969 15,000


36 1966-2001 1999 16,700


17 1973-1989 1989 255


10 1973-1982 1980 1,900


17 1973-1989 1974 300


37 1952-1988 1959 8,720


55 1947-2001 1958 13,900


31 1970-2000 1985 664
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225 03275500 East Fork Whitewater 
River at Rich-
mond, Ind.


39°48′24″ 84°54′26″ 5,250 8,850 11,600 15,400 18,400 21,600 29,900


5,730 8,530 10,400 12,700 14,400 16,100 19,900


5,270 8,820 11,400 15,000 17,700 20,600 27,700


 


226 03275600 East Fork Whitewater 
River at Abington, 
Ind.


39°43′57″ 84°57′35″ 7,140 10,300 12,400 15,000 16,900 18,800 23,300


7,920 11,500 13,900 16,900 19,000 21,100 26,000


7,170 10,400 12,500 15,200 17,200 19,200 23,700


 


227 03275800 West Run near Liberty, 
Ind.


39°38′24″ 84°57′18″ 73 130 176 244 302 365 539


83 151 200 264 311 359 470


75 136 184 252 306 362 504


 


228 03275900 Templeton Creek near 
Fairfield, Ind.


39°31′20″ 84°56′51″ 387 790 1,150 1,740 2,270 2,890 4,750


589 963 1,220 1,540 1,770 2,010 2,540


421 835 1,180 1,650 2,040 2,440 3,480


 


229 03276640 Tanners Creek Tribu-
tary near Lawren-
ceburg, Ind.


39°09′18″ 84°52′20″ 93 164 223 308 381 462 683


76 139 185 245 290 334 440


89 157 209 281 339 399 551


 


230 03322500 Wabash River near 
New Corydon, Ind.


40°33′50″ 84°48′10″ 4,040 5,320 6,030 6,800 7,300 7,740 8,620


4,230 5,940 7,080 8,500 9,550 10,600 12,900


4,040 5,350 6,100 6,940 7,500 8,010 9,060


 


231 03325500 Mississinewa River 
near Ridgeville, 
Ind.


40°16′48″ 84°59′33″ 3,910 5,910 7,300 9,120 10,500 11,900 15,400


3,440 5,260 6,520 8,120 9,310 10,500 13,300


3,900 5,880 7,250 9,030 10,400 11,800 15,100


 


232 04096515 South Branch Hog 
Creek near Allen, 
Mich.


41°56′55″ 84°49′40″ 271 405 496 612 700 788 996


844 1,190 1,400 1,640 1,810 1,970 2,330


286 437 547 690 798 904 1,150


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are the log-P
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262 10 1973-1982 1981 110


255


258


8,120 47 1954-2000 1982 6,660


12,300


8,460


812 35 1947-1981 1972 340


485


719


292 26 1950-1975 1956 195


270


286


1,700 32 1970-2001 1996 1,510


1,720


1,700


15,500 54 1947-1996, 
1998-2001


1996 10,400


16,400


15,600


2,250 39 1943-1978, 
1980-1982


1982 2,100


4,480


2,490


6,900 55 1947-2001 1991 5,580


9,300


7,100


 the log-Pearson Type III estimates, the middle numbers are 
tions: ft3/s, cubic feet per second.]
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discharge
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233 04099060 Pigeon Creek. Tribu-
tary near Ellis, Ind.


41°37′43″ 84°54′56″ 45 77 100 134 160 189


66 106 132 164 186 208


49 84 111 146 172 198


 


234 04176000 River Raisin near 
Adrian, Mich.


41°54′15″ 83°58′50″ 2,830 3,980 4,700 5,570 6,190 6,790


4,900 6,580 7,620 8,840 9,700 10,500


2,870 4,060 4,820 5,750 6,420 7,060


 


235 04176900 Hill Ditch near Rich-
ards


41°39′54″ 83°40′05″ 81 161 230 334 425 527


139 214 263 320 361 400


85 166 234 332 412 497


 


236 04177400 Eagle Creek tributary 
near Montpelier


41°35′10″ 84°40′50″ 71 110 137 173 199 227


78 121 148 180 202 223


71 111 139 174 200 226


 


237 04177720 Fish Creek at 
Hamilton, Ind.


41°31′55″ 84°54′12″ 384 574 716 914 1,070 1,250


642 895 1,050 1,230 1,350 1,470


393 593 743 948 1,110 1,280


 


238 04178000 St. Joseph River near 
Newville, Ind.


41°23′08″ 84°48′06″ 4,390 6,330 7,680 9,440 10,800 12,200


6,360 8,600 10,000 11,700 12,800 13,900


4,430 6,410 7,780 9,570 10,900 12,300


 


239 04179500 Cedar Creek at 
Auburn, Ind.


41°21′57″ 85°03′08″ 882 1,170 1,350 1,570 1,730 1,890


1,520 2,180 2,600 3,090 3,430 3,760


902 1,210 1,420 1,690 1,880 2,070


 


240 04180000 Cedar Creek near 
Cedarville, Ind.


41°13′08″ 85°04′35″ 3,250 4,160 4,690 5,300 5,710 6,090


3,440 4,760 5,580 6,550 7,230 7,880


3,260 4,190 4,740 5,380 5,820 6,230


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are
regression estimates, and the lower numbers are weighted estimates. Streamflow-gaging stations are in Ohio unless indicated otherwise. Abbrevia


Map
ID


(fig. 1)


Station
number Station name Latitude Longitude


Flood-peak discharge (ft3/s) for indicated recurrence interval, in ye


2 5 10 25 50 100







27 1965-1991 1991 1,100


71 1912-1982 1913 40,000


10 1978-1987 1981 173


43 1941-1982, 
2001


1982 4,900


10 1978-1987 1982 395


10 1978-1987 1985 91


70 1913, 
1922-1928, 


1937, 
1941-2001


1982 7,800


10 1978-1987 1980 150


earson Type III estimates, the middle numbers are 
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241 04182590 Harber Ditch at Fort 
Wayne, Ind.


41°00′27″ 85°10′58″ 688 865 969 1,090 1,170 1,250 1,410


527 785 947 1,140 1,270 1,400 1,680


676 857 966 1,100 1,190 1,280 1,470


 


242 04183500 Maumee River at 
Antwerp


41°11′56″ 84°44′40″ 14,000 18,200 20,900 24,400 26,900 29,500 35,600


17,400 23,200 26,900 31,300 34,400 37,300 43,800


14,100 18,400 21,200 24,800 27,400 30,000 36,200


 


243 04183750 Racetrack Run at 
Hicksville


41°18′58″ 84°46′00″ 50 93 126 173 211 251 352


30 52 67 85 98 110 139


44 76 96 122 140 159 204


 


244 04184500 Bean Creek at Powers 41°40′39″ 84°13′56″ 2,180 3,130 3,720 4,420 4,900 5,370 6,370


2,870 4,000 4,700 5,540 6,120 6,680 7,900


2,200 3,170 3,770 4,500 5,010 5,490 6,540


 


245 04184750 Spring Creek at Fay-
ette


41°40′32″ 84°19′47″ 268 325 356 389 411 430 469


147 246 312 394 452 509 636


235 299 339 391 430 468 551


 


246 04184760 Bean Creek tributary 
near Fayette


41°39′08″ 84°17′34″ 58 73 81 91 98 105 119


42 71 90 114 131 147 183


53 72 85 101 113 125 151


 


247 04185000 Tiffin River at Stryker 41°30′16″ 84°25′47″ 3,480 4,930 5,820 6,860 7,580 8,260 9,710


4,930 6,800 7,980 9,370 10,400 11,300 13,300


3,520 5,000 5,920 7,010 7,770 8,490 10,000


 


248 04185150 Beaver Creek tributary 
near Montpelier


41°34′19″ 84°31′03″ 96 125 143 164 179 194 225


34 57 74 93 107 121 151


74 97 110 126 138 151 180


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
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2,260 16 1986-2001 1998 1,770


738


1,440


344 10 1978-1987 1986 180


202


251


15,200 76 1922-1936, 
1941-2001


1992 12,800


15,300


15,200


232 21 1966-1986 1982 167


248


238


6,220 11 1989-1999 1991 4,590


6,620


6,370


8,990 52 1924-1935, 
1939, 


1943-1981


1959 7,740


7,780


8,850


388 10 1978-1987 1981 280


298


338


5,430 13 1947-1957, 
1959, 1981


1981 6,500


4,610


5,220


 the log-Pearson Type III estimates, the middle numbers are 
tions: ft3/s, cubic feet per second.]
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discharge
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249 04185440 Unnamed Tributary to 
Lost Creek near 
Farmers


41°21′42″ 84°41′28″ 425 675 868 1,140 1,370 1,610


190 304 380 471 536 599


378 572 698 860 983 1,110


 


250 04185945 Auglaize River tribu-
tary near Spencer-
ville


40°42′27″ 84°19′06″ 87 135 168 210 241 272


43 75 96 123 142 161


72 109 132 160 181 202


 


251 04186500 Auglaize River near 
Fort Jennings


40°56′55″ 84°15′58″ 5,130 7,480 8,920 10,600 11,800 12,900


4,980 7,210 8,630 10,400 11,600 12,700


5,130 7,460 8,900 10,600 11,800 12,900


 


252 04186800 King Run near Harrod 40°43′56″ 83°53′47″ 94 125 145 167 183 199


50 88 115 148 172 195


86 117 136 161 179 197


 


253 04187100 Ottawa River at Lima 40°43′29″ 84°07′35″ 2,900 3,620 4,070 4,610 4,990 5,370


2,190 3,160 3,780 4,520 5,030 5,530


2,790 3,530 4,000 4,580 5,010 5,420


 


254 04187500 Ottawa River at Allen-
town


40°45′18″ 84°11′41″ 3,110 4,470 5,310 6,290 6,970 7,620


2,600 3,740 4,460 5,320 5,930 6,510


3,100 4,430 5,250 6,200 6,870 7,490


 


255 04187945 Rattlesnake Creek 
near Cairo


40°49′20″ 84°04′16″ 130 188 225 268 298 326


76 123 154 191 217 243


116 166 196 232 257 282


 


256 04188500 Eagle Creek near 
Findlay


40°59′35″ 83°39′05″ 2,100 2,870 3,350 3,900 4,280 4,650


1,340 2,030 2,480 3,020 3,410 3,780


2,030 2,770 3,210 3,720 4,090 4,440
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75 1913, 
1924-1936, 
1941-2001


1913 22,000


31 1947-1977 1959 480


13 1922-1928, 
1947-1951, 


1959


1959 17,700


10 1978-1987 1981 109


31 1947-1977 1959 890


11 1977-1987 1985 165


88 1913, 
1915-2001


1913 120,000


72 1925-1936, 
1939-1975, 
1979-2001


1982 104,000
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257 04189000 Blanchard River near 
Findlay


41°03′21″ 83°41′17″ 5,150 7,610 9,200 11,100 12,500 13,800 16,800


4,790 6,820 8,100 9,640 10,700 11,800 14,100


5,140 7,580 9,130 11,000 12,300 13,600 16,500


 


258 04189100 Tiderishi Creek near 
Jenera


40°55′53″ 83°43′39″ 200 309 375 450 501 547 640


198 316 394 488 554 618 760


200 309 377 457 511 562 667


 


259 04189500 Blanchard River at 
Glandorf


41°02′40″ 84°04′55″ 8,020 11,300 13,500 16,300 18,400 20,500 25,500


7,590 10,600 12,600 14,900 16,500 18,100 21,500


7,990 11,200 13,300 16,000 18,000 19,900 24,500


 


260 04190350 Little Auglaize River 
tributary at 
Ottoville


40°55′05″ 84°20′47″ 53 80 97 117 131 144 173


59 96 121 150 171 191 235


54 85 105 131 150 167 205


 


261 04190500 Roller Creek Atio City 40°46′16″ 84°38′15″ 211 310 378 466 534 603 771


214 341 425 526 598 667 819


212 313 384 476 546 616 782


 


262 04191480 Beetree Run near 
Junction


41°13′21″ 84°24′33″ 95 132 154 180 198 214 249


74 117 144 177 200 222 269


90 128 151 179 199 218 259


 


263 04191500 Auglaize River near 
Defiance


41°14′15″ 84°23′57″ 25,700 36,900 44,300 53,500 60,200 67,000 82,400


21,600 29,800 35,000 41,300 45,800 50,100 59,600


25,600 36,600 43,800 52,700 59,200 65,600 80,400


 


264 04192500 Maumee River near 
Defiance


41°17′31″ 84°16′52″ 45,400 61,000 70,800 82,700 91,400 99,800 119,000


36,300 47,500 54,600 63,200 69,200 75,000 87,700


45,200 60,500 70,000 81,500 89,800 97,800 116,000


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are the log-P
regression estimates, and the lower numbers are weighted estimates. Streamflow-gaging stations are in Ohio unless indicated otherwise. Abbreviations: ft3/s


Map
ID


(fig. 1)


Station
number Station name Latitude Longitude


Flood-peak discharge (ft3/s) for indicated recurrence interval, in years


2 5 10 25 50 100 500







343 21 1966-1986 1969 165


249


305


153,000 81 1900-1901, 
1913, 


1922-1936, 
1939-2001


1913 180,000


75,900


145,000


16,100 70 1913, 
1929-1935, 
1940-2001


1913 17,000


14,800


16,000


11,500 49 1926-1935, 
1939-1951, 


1959, 
1964-1981, 


1987, 
1996-2001


1959 13,500


6,270


10,700


13,700 60 1922-1936, 
1938-1981, 


2001


1959 10,000


14,400


13,800


570 31 1947-1977 1959 408


905


639


8,660 41 1961-2001 1991 6,700


10,400


8,890


25,000 60 1922-1937, 
1939-1982


1937 19,000


28,100


25,300


 the log-Pearson Type III estimates, the middle numbers are 
tions: ft3/s, cubic feet per second.]
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discharge
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265 04192900 Reitz Run at Water-
ville


41°29′50″ 83°42′35″ 34 65 92 135 173 217


60 99 126 157 180 202


36 70 99 141 175 211


 


266 04193500 Maumee River at 
Waterville


41°30′00″ 83°42′46″ 51,700 69,900 82,300 98,200 110,000 123,000


34,200 43,600 49,400 56,300 61,200 65,900


51,300 68,900 80,600 95,300 107,000 118,000


 


267 04195500 Portage River at 
Woodville


41°26′58″ 83°21′41″ 6,440 8,700 10,100 11,700 12,800 13,800


5,270 7,370 8,690 10,300 11,400 12,400


6,410 8,650 10,000 11,600 12,700 13,700


 


268 04196000 Sandusky River near 
Bucyrus


40°48′13″ 83°00′21″ 2,600 3,920 4,890 6,230 7,310 8,460


1,900 2,830 3,430 4,160 4,670 5,170


2,570 3,860 4,780 6,030 7,010 8,050


 


269 04196500 Sandusky River near 
Upper Sandusky


40°51′02″ 83°15′23″ 4,770 6,760 8,000 9,480 10,500 11,500


4,660 6,750 8,090 9,710 10,900 12,000


4,760 6,760 8,000 9,500 10,600 11,600


 


270 04196700 St. James River near 
Upper Sandusky


40°46′51″ 83°18′12″ 208 302 358 419 460 497


229 370 463 575 656 733


210 309 371 445 495 542


 


271 04196800 Tymochtee Creek at 
Crawford


40°55′22″ 83°20′56″ 3,680 4,970 5,720 6,550 7,110 7,620


3,460 4,970 5,930 7,070 7,880 8,650


3,670 4,970 5,730 6,610 7,200 7,750


 


272 04197000 Sandusky River near 
Mexico


41°02′39″ 83°11′42″ 8,700 12,200 14,500 17,200 19,100 20,900


9,560 13,500 16,100 19,200 21,300 23,400


8,720 12,300 14,600 17,300 19,200 21,100


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are
regression estimates, and the lower numbers are weighted estimates. Streamflow-gaging stations are in Ohio unless indicated otherwise. Abbrevia


Map
ID


(fig. 1)
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41 1961-2001 1981 4,400


19 1983-2001 1998 2,640


21 1961-1981 1962 4,280


15 1961-1975 1969 2,780


31 1947-1977 1956 312


76 1924-1936, 
1939-2001


1978 36,500


36 1947-1982 1969 1,880


14 1924-1935, 
1959, 1969


1969 22,000
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273 04197100 Honey Creek at Mel-
more


41°01′20″ 83°06′35″ 2,600 3,450 3,940 4,470 4,820 5,140 5,770


2,560 3,730 4,480 5,370 6,000 6,600 7,930


2,600 3,470 3,980 4,560 4,950 5,320 6,060


 


274 04197170 Rock Creek at Tiffin 41°06′49″ 83°10′06″ 1,270 1,850 2,190 2,570 2,830 3,060 3,530


965 1,490 1,840 2,250 2,550 2,840 3,470


1,230 1,780 2,110 2,490 2,750 2,990 3,510


 


275 04197300 Wolf Creek at Betts-
ville


41°14′58″ 83°14′08″ 1,600 2,060 2,350 2,710 2,980 3,250 3,860


1,450 2,180 2,640 3,200 3,600 3,980 4,820


1,590 2,070 2,390 2,810 3,110 3,410 4,100


 


276 04197400 East Branch Wolf 
Creek at Ft Seneca


41°12′40″ 83°10′50″ 1,760 2,220 2,500 2,840 3,080 3,310 3,830


1,560 2,340 2,850 3,460 3,890 4,310 5,220


1,730 2,240 2,570 2,990 3,290 3,590 4,260


 


277 04197500 Havens Creek at 
Havens


41°17′36″ 83°11′50″ 139 207 249 299 333 365 434


168 264 326 400 452 502 612


141 212 258 314 353 390 470


 


278 04198000 Sandusky River near 
Fremont


41°18′28″ 83°09′32″ 15,500 20,800 24,000 27,600 30,100 32,500 37,400


13,700 19,200 22,800 27,000 30,000 32,900 39,400


15,400 20,800 23,900 27,600 30,100 32,500 37,600


 


279 04198100 Norwalk Creek near 
Norwalk


41°13′58″ 82°32′28″ 346 607 810 1,100 1,330 1,580 2,230


329 562 729 945 1,110 1,270 1,660


345 603 799 1,070 1,280 1,510 2,080


 


280 04198500 East Branch Huron 
River near Norwalk


41°14′58″ 82°38′52″ 2,650 4,350 5,640 7,460 8,940 10,500 14,700


2,670 4,180 5,250 6,600 7,620 8,630 11,000


2,660 4,330 5,570 7,270 8,610 10,000 13,600


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are the log-P
regression estimates, and the lower numbers are weighted estimates. Streamflow-gaging stations are in Ohio unless indicated otherwise. Abbreviations: ft3/s


Map
ID


(fig. 1)


Station
number Station name Latitude Longitude


Flood-peak discharge (ft3/s) for indicated recurrence interval, in years


2 5 10 25 50 100 500







34,800 46 1950-1981, 
1988-2001


1969 49,600


30,700


34,200


2,560 13 1988-1994, 
1996-2001


1997 1,940


4,510


3,240


30,100 33 1950-1981, 
2001


1969 40,800


19,300


27,900


220 17 1966-1982 1969 152


396


283


28,100 15 1923-1935, 
1959, 1969


1969 23,100


25,500


27,500


1,640 31 1947-1977 1969 1,560


958


1,460


37,400 57 1945-2001 1969 51,700


26,500


36,200


23,300 70 1924-1935, 
1944-2001


1959 21,400


28,000


23,700


 the log-Pearson Type III estimates, the middle numbers are 
tions: ft3/s, cubic feet per second.]
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281 04199000 Huron River at Milan 41°18′06″ 82°36′25″ 8,170 12,100 14,900 18,900 22,200 25,700


8,060 12,200 15,100 18,800 21,500 24,300


8,170 12,100 14,900 18,900 22,100 25,500


 


282 04199155 Old Womans Creek at 
Berlin Road near 
Huron


41°20′54″ 82°30′50″ 926 1,230 1,430 1,690 1,880 2,080


1,000 1,630 2,070 2,640 3,070 3,500


937 1,310 1,580 1,960 2,250 2,550


 


283 04199500 Vermilion River near 
Vermilion


41°22′55″ 82°19′01″ 5,770 8,800 11,200 14,700 17,600 20,900


5,390 8,000 9,800 12,100 13,800 15,400


5,750 8,740 11,100 14,300 17,000 20,000


 


284 04199800 Neff Run near Litch-
field


41°12′33″ 82°01′26″ 71 97 115 138 156 175


75 131 172 224 263 303


72 104 128 163 190 217


 


285 04200000 East Branch Black 
River at Elyria


41°20′51″ 82°05′40″ 4,610 7,500 9,810 13,200 16,100 19,300


6,160 9,580 12,000 15,200 17,500 19,900


4,700 7,690 10,100 13,500 16,300 19,400


 


286 04200100 Plum Creek at Oberlin 41°17′15″ 82°13′12″ 298 501 652 861 1,030 1,200


233 371 465 584 671 758


294 487 626 810 952 1,100


 


287 04200500 Black River at Elyria 41°22′49″ 82°06′17″ 7,300 10,800 13,700 17,900 21,500 25,700


7,520 11,100 13,500 16,600 18,900 21,200


7,310 10,800 13,700 17,800 21,300 25,200


 


288 04201500 Rocky River near 
Berea


41°24′24″ 81°53′14″ 8,110 11,100 13,000 15,500 17,300 19,100


6,980 10,700 13,400 16,800 19,300 21,900


8,090 11,100 13,000 15,500 17,400 19,300


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are
regression estimates, and the lower numbers are weighted estimates. Streamflow-gaging stations are in Ohio unless indicated otherwise. Abbrevia
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24 1928-1935, 
1945-1960


1959 3,670


10 1992-2001 1992 885


10 1992-2001 1993 1,340


39 1963-2001 1969 7,220


73 1922-1923, 
1928-1936, 
1940-2001


1959 24,800


66 1913, 
1926-1935, 
1940-1984, 
1988-1993, 
1996-1999


1948 28,000


18 1942-1959 1959 4,600


12 1966-1977 1977 95
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289 04202000 Cuyahoga River at 
Hiram Rapids


41°20′26″ 81°10′01″ 1,580 2,310 2,770 3,320 3,700 4,070 4,860


2,740 3,860 4,610 5,540 6,220 6,890 8,440


1,610 2,380 2,880 3,490 3,920 4,330 5,230


 


290 04206212 North Fork at Bath 
Center


41°10′08″ 81°38′04″ 366 570 719 922 1,080 1,250 1,680


362 606 781 1,010 1,180 1,350 1,750


365 581 741 957 1,120 1,300 1,710


 


291 04206220 Yellow Creek at 
Botzum


41°09′47″ 81°35′02″ 1,010 1,200 1,300 1,410 1,480 1,550 1,690


1,220 1,920 2,420 3,050 3,530 4,000 5,120


1,050 1,340 1,570 1,870 2,090 2,310 2,790


 


292 04207200 Tinkers Creek at Bed-
ford


41°23′04″ 81°31′39″ 2,750 3,890 4,730 5,880 6,810 7,800 10,400


1,830 2,650 3,200 3,880 4,380 4,870 6,010


2,700 3,790 4,560 5,610 6,430 7,300 9,530


 


293 04208000 Cuyahoga River at 
Independence


41°23′43″ 81°37′48″ 8,850 11,700 13,600 16,000 17,800 19,600 24,100


9,560 13,200 15,700 18,800 21,100 23,300 28,500


8,860 11,700 13,600 16,100 18,000 19,800 24,300


 


294 04209000 Chagrin River at Wil-
loughby


41°37′51″ 81°24′13″ 8,850 13,500 17,000 22,100 26,300 31,000 43,600


5,140 7,550 9,210 11,300 12,900 14,400 18,000


8,750 13,200 16,600 21,300 25,200 29,400 40,700


 


295 04210000 Phelps Creek near 
Windsor


41°30′56″ 80°56′07″ 1,860 2,690 3,190 3,770 4,160 4,510 5,260


929 1,420 1,770 2,200 2,520 2,840 3,590


1,770 2,510 2,940 3,430 3,760 4,090 4,800


 


296 04210090 Montville Ditch at 
Montville


41°36′04″ 81°03′03″ 28 54 76 107 132 160 233


39 70 93 124 146 169 223


30 59 82 114 139 165 228


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are the log-P
regression estimates, and the lower numbers are weighted estimates. Streamflow-gaging stations are in Ohio unless indicated otherwise. Abbreviations: ft3/s
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1,100 36 1947-1977, 
1982-1986


1959 700


809


1,060


8,160 25 1942-1966 1959 8,000


3,240


7,050


11,400 33 1942-1974 1959 9,810


5,190


10,300


22,300 51 1923-1936, 
1938-1974


1959 21,100


20,800


22,200


23,300 27 1975-2001 1986 18,700


23,600


23,400


15,200 54 1925-1936, 
1939-1947, 
1950-1979, 
1994-1996


1959 11,600


7,420


14,300


341 17 1966-1982 1969 270


394


360


20,500 66 1923-1936, 
1950-2001


1959 17,000


14,500


19,900


 the log-Pearson Type III estimates, the middle numbers are 
tions: ft3/s, cubic feet per second.]
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297 04210100 Hoskins Creek at 
Hartsgrove


41°36′00″ 80°57′12″ 201 324 419 553 663 783


224 338 415 511 581 650


202 325 418 548 653 765


 


298 04211000 Rock Creek near Rock 
Creek


41°39′05″ 80°50′10″ 2,510 3,670 4,420 5,340 6,010 6,670


1,170 1,600 1,870 2,210 2,460 2,700


2,430 3,460 4,090 4,820 5,350 5,870


 


299 04211500 Mill Creek near Jef-
ferson


41°45′11″ 80°48′03″ 3,320 4,600 5,510 6,740 7,720 8,750


1,680 2,370 2,830 3,410 3,830 4,240


3,240 4,440 5,260 6,340 7,190 8,070


 


300 04212000 Grand River near 
Madison


41°44′26″ 81°02′48″ 8,780 11,600 13,300 15,500 17,100 18,700


7,390 10,000 11,800 13,900 15,500 17,100


8,750 11,500 13,300 15,400 17,000 18,600


 


301 04212100 Grand River near 
Painesville


41°43′08″ 81°13′41″ 12,700 15,700 17,300 19,100 20,200 21,300


8,420 11,400 13,400 15,800 17,700 19,400


12,500 15,400 16,900 18,700 19,900 21,000


 


302 04212500 Ashtabula River near 
Ashtabula


41°51′20″ 80°45′44″ 4,440 6,400 7,720 9,430 10,700 12,000


2,380 3,360 4,020 4,850 5,450 6,050


4,380 6,260 7,500 9,080 10,300 11,500


 


303 04212600 Hubbard Run tribu-
tary at Ashtabula


41°50′38″ 80°46′42″ 105 143 170 206 235 264


80 136 176 227 266 304


101 141 171 212 244 277


 


304 04213000 Conneaut Creek at 
Conneaut


41°55′37″ 80°36′15″ 6,130 8,950 10,800 13,200 14,900 16,600


3,990 5,950 7,290 9,000 10,300 11,500


6,070 8,820 10,600 12,900 14,500 16,100


 


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are
regression estimates, and the lower numbers are weighted estimates. Streamflow-gaging stations are in Ohio unless indicated otherwise. Abbrevia
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305 04213040 Raccoon Creek near 
West Springfield, 
Pa.


41°56′42″ 80°26′51″ 131 219 284 374 445 520 708


173 286 365 467 542 618 796


133 224 292 386 460 536 725


Table 4. Flood-frequency data for streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. For each station, the upper numbers are the log-P
regression estimates, and the lower numbers are weighted estimates. Streamflow-gaging stations are in Ohio unless indicated otherwise. Abbreviations: ft3/s


Map
ID


(fig. 1)


Station
number Station name Latitude Longitude


Flood-peak discharge (ft3/s) for indicated recurrence interval, in years


2 5 10 25 50 100 500







 table 4. Abbreviations: DA, drainage area; SL, main channel 
e factors with 2-, 25-, and 100-year recurrence intervals, 
, mean annual precipitation averaged over basin area; AOS, 
 area classified in the National Land Cover Dataset as water, 
, feet per mile; in., inches; mi-1, 1/miles; mi2, square miles]


Devel-
oped
(%)


Barren
(%)


ForestUp
(%)


HerbNat
(%)


HerbCult
(%)


Wetland
(%)


0.97 0.14 53.20 0.00 41.82 3.54


1.93 0.00 49.65 0.00 40.51 7.24


3.77 0.09 83.85 0.00 12.27 0.00


7.53 0.04 24.68 0.00 64.96 1.40


7.95 0.00 23.00 0.00 67.39 1.18


1.89 0.00 26.21 0.00 62.20 6.28


0.38 0.00 30.44 0.00 65.24 3.16


5.54 0.14 29.04 0.00 57.77 3.68


0.82 0.34 44.37 0.00 47.35 6.75


2.07 0.06 39.81 0.00 47.85 9.56


1.88 0.36 63.27 0.00 28.14 5.95


2.02 0.26 45.92 0.00 40.46 6.33


0.00 10.12 60.91 0.00 24.08 4.89


1.78 0.25 49.32 0.00 38.14 9.90


7.86 0.00 37.86 0.00 44.62 9.19


10.11 0.03 33.63 0.00 35.86 10.79


25.48 0.01 30.24 0.00 38.88 3.49


31.83 0.00 44.86 0.00 16.66 5.95


0.03 0.00 23.49 0.00 74.62 1.83


0.32 0.00 31.86 0.00 54.89 12.47


2.11 0.12 26.12 0.00 67.77 3.87


4.71 0.84 56.26 0.00 38.07 0.01


1.64 1.47 54.86 0.00 38.68 2.20


3.51 2.42 67.61 0.00 26.11 0.00
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Table 5. Selected basin characteristics of streamflow-gaging stations 
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. Station names and locations are given in
slope; W, percentage of the basin area classified in the National Land Cover Dataset as the sum of water and wetlands; CF2, CF25, CF100, climat
respectively; MBE, mean basin elevation; CR, circularity ratio; DD, drainage density; MAPc, mean annual precipitation at basin centroid; MAPm
average maximum overland slope of land surface in basin; Water, Developed, Barren, ForestUp, HerbNat, HerbCult, Wetland, percentages of basin
developed, barren, forested uplands, herbaceous upland natural, and herbaceous planted/cultivated, respectively; nd, not determined; ft, feet; ft/mi


Map
ID


(fig. 1)


Station
number


Reg-
ion


DA
(mi2)


SL
(ft/mi)


W
(%) CF2 CF25 CF100


MBE
(ft) CR DD


(mi-1)
MAPc
(in.)


MAPm
(in.)


AOS
(%)


Watera


(%)


1 03022500 A 629 8.15 3.87 1.91 2.70 2.92 1,404 2.31 0.75 44.3 45.4 6.05 0.34


2 03023000 A 90.2 11.08 7.90 1.87 2.67 2.88 1,248 1.58 0.67 44.2 44.2 3.76 0.66


3 03086100 A 15.6 51.21 0.02 1.93 2.68 2.88 1,099 1.61 0.82 37.4 37.3 14.09 0.02


4 03086500 A 89.2 12.3 2.79 1.89 2.66 2.85 1,177 1.55 0.69 37.3 37.4 4.79 1.39


5 03087000 A 17.4 25.99 1.66 1.89 2.66 2.85 1,207 1.67 0.64 37.3 37.3 3.42 0.49


6 03088000 A 33.2 13.12 9.70 1.89 2.66 2.85 1,153 1.58 0.83 37.6 37.5 2.15 3.42


7 03089500 A 19.1 15.81 3.94 1.89 2.66 2.85 1,175 1.52 0.62 36.9 36.9 4.35 0.78


8 03090500 A 248 7.94 4.61 1.89 2.66 2.85 1,143 1.79 0.70 37.2 37.3 3.32 3.83


9 03092000 A 21.9 15.13 7.12 1.89 2.66 2.85 1,021 1.47 0.54 37.1 37.2 2.26 0.37


10 03092090 A 21.8 25.87 10.22 1.88 2.66 2.85 1,160 1.53 0.82 39.5 39.4 2.66 0.65


11 03092100 A 10.6 23.69 6.35 1.88 2.66 2.85 1,138 1.91 1.00 39.0 38.9 2.77 0.40


12 03092500 A 96.3 13.99 7.03 1.88 2.66 2.85 1,096 1.69 0.73 38.3 38.4 2.96 5.00


13 03092600 A 0.21 110 4.89 1.88 2.66 2.85 1,001 1.40 nd 37.7 37.7 1.50 0.00


14 03093000 A 97.6 17.84 10.50 1.88 2.66 2.85 1,047 1.58 0.73 39.8 39.4 2.81 0.61


15 03094900 A 8.45 16.95 9.66 1.89 2.67 2.86 1,091 1.39 0.54 37.0 37.1 1.35 0.47


16 03096000 A 138 7.48 11.48 1.89 2.67 2.86 990 1.69 0.51 36.9 37.4 1.44 9.57


17 03098500 A 66.3 18.21 5.39 1.89 2.66 2.86 1,114 1.91 0.78 36.2 36.3 4.34 1.90


18 03098700 A 14 46.06 6.65 1.89 2.66 2.86 1,057 1.40 0.77 37.0 37.0 2.95 0.71


19 03102900 A 1.13 46.47 1.86 1.89 2.67 2.87 1,091 1.49 0.83 38.2 38.4 1.74 0.03


20 03102950 A 96.7 2.14 12.94 1.89 2.67 2.87 1,033 1.76 0.49 39.5 39.7 2.11 0.47


21 03104760 A 2.26 53.67 3.87 1.89 2.67 2.87 1,263 1.34 0.96 40.8 40.8 3.95 0.00


22 03106000 A 356 10.82 0.13 1.93 2.69 2.90 1,194 1.64 0.76 38.9 39.1 10.66 0.12


23 03106500 A 398 13.1 3.36 1.93 2.69 2.90 1,310 1.83 0.82 40.4 40.6 7.74 1.16


24 03108000 B 178 11.02 0.35 1.93 2.67 2.87 1,118 1.72 0.76 37.6 37.8 13.25 0.35







0.00 23.61 0.00 74.14 0.02


0.57 48.71 0.00 45.66 0.31


0.19 69.40 0.00 28.60 0.33


0.00 18.80 0.00 81.20 0.00


0.00 27.91 0.00 71.89 0.00


0.52 41.90 0.00 56.29 0.05


0.10 40.67 0.00 54.52 0.35


0.00 13.65 0.00 84.68 0.20


0.00 70.75 0.00 27.96 0.40


0.96 52.13 0.00 41.92 0.34


0.00 57.85 0.00 41.60 0.00


1.16 43.53 0.00 51.13 0.24


0.41 69.59 0.00 28.71 0.00


0.00 70.38 0.00 29.10 0.00


0.18 51.23 0.00 46.73 0.13


0.00 71.81 0.00 27.80 0.00


0.09 86.69 0.00 12.62 0.02


0.00 86.43 0.00 13.28 0.00


0.00 88.25 0.00 11.75 0.00


0.00 84.48 0.00 15.22 0.03


0.00 81.39 0.00 18.16 0.01


0.00 77.75 0.00 22.25 0.00


0.00 82.76 0.00 16.73 0.02


0.00 76.51 0.00 23.47 0.02


0.02 54.36 0.00 45.04 0.04


1.14 91.67 0.00 6.44 0.00


bbreviations: DA, drainage area; SL, main channel 
ith 2-, 25-, and 100-year recurrence intervals, 
ual precipitation averaged over basin area; AOS, 


sified in the National Land Cover Dataset as water, 
ile; in., inches; mi-1, 1/miles; mi2, square miles]
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Wetland
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25 03109000 A 6.19 56.66 0.40 1.89 2.66 2.85 1,181 1.46 0.85 37.3 37.3 5.62 0.38 1.85


26 03109500 A 496 9.54 1.42 1.90 2.66 2.85 1,138 1.87 0.84 37.2 37.3 9.09 1.11 3.64


27 03110000 B 147 15.74 1.12 1.92 2.66 2.84 1,147 1.56 0.76 38.5 38.5 14.40 0.79 0.69


28 03110980 B 0.04 500 0.00 1.92 2.66 2.85 1,273 1.09 nd 39.1 39.1 9.92 0.00 0.00


29 03111150 B 10.3 48.21 0.00 1.94 2.69 2.88 1,192 1.41 0.57 38.9 38.9 12.98 0.00 0.19


30 03111450 B 1.31 41.38 0.99 1.92 2.66 2.85 1,146 1.44 nd 39.3 39.3 8.39 0.93 0.30


31 03111455 B 10.9 41.38 4.33 1.92 2.66 2.85 1,157 1.32 2.12 39.4 39.4 8.92 3.98 0.38


32 03111470 B 1.57 80.16 1.59 1.92 2.66 2.85 1,231 1.31 0.92 39.2 39.2 8.77 1.39 0.09


33 03111490 B 0.44 130 1.05 1.92 2.66 2.85 1,166 1.55 nd 39.3 39.3 9.29 0.64 0.24


34 03111500 B 123 20.42 2.34 1.92 2.66 2.85 1,126 1.41 0.85 39.3 39.3 12.42 1.99 2.66


35 03111540 A 0.34 254 0.00 1.93 2.66 2.85 1,168 1.15 nd 39.3 39.3 9.75 0.00 0.54


36 03111548 A 97.7 20.58 1.15 1.93 2.66 2.85 1,135 1.46 0.78 39.5 39.5 11.14 0.91 3.03


37 03112000 A 281 14.96 0.31 1.95 2.69 2.88 1,218 1.77 0.67 40.2 40.3 18.75 0.30 0.97


38 03113700 A 4.95 133.39 0.03 1.93 2.67 2.85 1,224 1.33 0.84 39.7 39.7 20.83 0.03 0.49


39 03114000 A 134 20.68 0.84 1.93 2.66 2.85 1,169 1.44 0.58 41.7 41.6 13.66 0.72 1.02


40 03114240 A 0.53 254.63 0.39 1.93 2.67 2.85 1,132 1.50 0.44 41.7 41.7 16.48 0.39 0.00


41 03114500 A 458 8.65 0.25 1.96 2.68 2.86 1,032 1.73 0.74 44.7 44.6 25.28 0.23 0.35


42 03114550 A 0.88 120 0.29 1.96 2.67 2.86 924 1.27 nd 42.9 42.9 17.23 0.29 0.00


43 03114600 A 1.22 138.17 0.00 1.96 2.67 2.86 922 1.28 0.42 42.9 42.9 19.56 0.00 0.00


44 03115280 A 5.45 79.98 0.22 1.96 2.67 2.86 963 1.49 0.64 42.7 42.7 20.57 0.20 0.08


45 03115400 A 210 13.76 0.30 1.96 2.67 2.85 986 1.70 0.62 41.9 41.8 21.90 0.29 0.14


46 03115410 A 0.13 289 0.00 1.96 2.67 2.85 819 1.13 nd 42.2 42.2 15.96 0.00 0.00


47 03115500 A 258 9.94 0.38 1.96 2.67 2.85 970 1.81 0.63 42.2 41.8 22.55 0.36 0.12


48 03115510 A 1.52 112.63 0.02 1.96 2.67 2.85 885 1.56 0.84 40.6 40.6 21.63 0.00 0.00


49 03115600 A 3.46 80.68 0.31 1.96 2.67 2.85 1,031 1.33 0.67 39.4 39.4 18.95 0.27 0.27


50 03115710 A 0.19 366 0.76 1.96 2.67 2.85 968 1.37 nd 39.3 39.3 21.13 0.76 0.00


Table 5. Selected basin characteristics of streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. Station names and locations are given in table 4. A
slope; W, percentage of the basin area classified in the National Land Cover Dataset as the sum of water and wetlands; CF2, CF25, CF100, climate factors w
respectively; MBE, mean basin elevation; CR, circularity ratio; DD, drainage density; MAPc, mean annual precipitation at basin centroid; MAPm, mean ann
average maximum overland slope of land surface in basin; Water, Developed, Barren, ForestUp, HerbNat, HerbCult, Wetland, percentages of basin area clas
developed, barren, forested uplands, herbaceous upland natural, and herbaceous planted/cultivated, respectively; nd, not determined; ft, feet; ft/mi, feet per m
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47.72 1.18 19.77 0.00 25.68 4.57


27.84 0.56 25.92 0.00 38.48 4.72


13.09 0.00 12.04 0.00 74.09 0.53


6.54 0.01 17.66 0.00 73.38 1.37


16.92 0.22 21.63 0.00 56.47 2.82


1.89 0.43 37.34 0.00 57.77 1.62


11.24 1.16 11.88 0.00 71.50 2.77


30.52 0.30 14.74 0.00 51.87 1.57


12.48 0.42 30.24 0.00 53.98 1.65


1.50 0.00 56.16 0.00 41.09 0.21


11.14 0.32 33.37 0.00 51.50 1.91


0.15 3.94 35.75 0.00 59.08 0.92


1.30 0.00 36.09 0.00 62.44 0.11


4.82 0.00 42.20 0.00 52.49 0.00


0.04 2.38 59.73 0.00 37.30 0.25


0.08 0.00 72.72 0.00 25.44 0.36


0.00 0.00 92.64 0.00 5.91 0.99


7.42 0.44 39.85 0.00 49.07 1.42


0.00 0.00 0.00 0.00 100.00 0.00


0.00 0.00 39.39 0.00 60.53 0.08


0.00 0.00 30.10 0.00 69.58 0.32


0.00 0.00 9.75 0.00 89.81 0.00


35.75 0.00 26.49 0.00 34.98 2.14


2.20 0.01 37.69 0.00 57.84 0.83


3.77 0.00 24.90 0.00 70.17 0.91


3.33 0.00 33.21 0.00 61.12 1.23


 table 4. Abbreviations: DA, drainage area; SL, main channel 
e factors with 2-, 25-, and 100-year recurrence intervals, 
, mean annual precipitation averaged over basin area; AOS, 
 area classified in the National Land Cover Dataset as water, 
, feet per mile; in., inches; mi-1, 1/miles; mi2, square miles]
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51 03115973 B 3.65 8.66 5.64 1.86 2.63 2.82 1,022 1.44 1.06 37.3 37.3 2.91 1.07


52 03116000 B 174 2.47 7.20 1.86 2.63 2.82 1,074 2.07 0.93 37.1 37.1 3.62 2.47


53 03116100 B 16.4 10.67 0.78 1.87 2.63 2.82 1,071 1.45 0.94 37.0 37.0 2.75 0.25


54 03116200 B 146 7.69 2.41 1.86 2.63 2.82 1,070 2.01 0.77 37.0 37.0 2.90 1.04


55 03117000 B 518 5.14 4.76 1.86 2.63 2.82 1,069 1.97 0.84 37.1 37.1 3.63 1.94


56 03117500 B 253 13.68 2.57 1.89 2.66 2.85 1,162 1.68 0.80 37.9 37.9 9.54 0.95


57 03118000 B 43.1 13.56 4.23 1.89 2.65 2.84 1,150 1.69 0.95 37.2 37.2 2.73 1.46


58 03118500 B 175 11.18 2.57 1.89 2.65 2.84 1,138 1.69 1.06 37.1 37.2 3.47 1.00


59 03119000 B 481 11.19 2.87 1.89 2.65 2.84 1,141 1.89 0.88 37.5 37.6 7.32 1.22


60 03119700 B 14.3 58.26 1.24 1.92 2.66 2.84 1,198 1.44 0.83 39.1 39.1 10.92 1.03


61 03122500 B 1,405 2.18 3.18 1.88 2.65 2.84 1,099 2.17 0.83 37.4 37.6 6.85 1.77


62 03123400 B 0.74 153.05 1.07 1.90 2.65 2.83 1,116 1.19 0.91 37.8 37.8 8.29 0.15


63 03125000 B 1.64 89.91 0.17 1.91 2.65 2.84 994 1.31 1.00 39.1 39.1 14.66 0.06


64 03125300 A 2.26 95.31 0.49 1.93 2.66 2.85 1,190 1.39 0.76 39.4 39.7 11.71 0.49


65 03125450 A 1.97 121.19 0.55 1.93 2.66 2.85 1,156 1.37 0.76 38.5 38.5 11.79 0.30


66 03127950 B 5.45 68.2 1.76 1.92 2.66 2.84 1,187 1.27 0.71 39.3 39.3 12.44 1.39


67 03128650 A 0.55 101 1.45 1.91 2.66 2.84 1,010 1.22 nd 38.7 38.7 19.26 0.46


68 03129000 B 2,443 2.11 1.51 1.90 2.65 2.84 1,085 2.11 0.84 38.2 37.9 9.26 1.80


69 03129012 A 0.01 994 0.00 1.91 2.64 2.83 1,115 1.06 nd 37.0 37.0 10.73 0.00


70 03129014 A 0.44 221 0.08 1.91 2.64 2.83 1,067 1.20 nd 37.0 37.0 11.88 0.00


71 03129016 A 0.12 372 0.32 1.91 2.64 2.83 1,050 1.15 nd 37.1 37.1 11.56 0.00


72 03129300 A 0.24 47.7 0.44 1.86 2.62 2.81 1,224 1.21 nd 38.7 38.7 1.59 0.44


73 03130500 A 5.44 34.52 2.78 1.90 2.62 2.81 1,352 1.56 1.63 38.0 38.0 3.58 0.64


74 03132000 A 136 11.59 2.26 1.90 2.63 2.82 1,300 1.51 0.68 38.6 38.6 5.49 1.43


75 03134000 A 120 12.96 1.17 1.86 2.62 2.82 1,124 1.65 0.62 38.5 38.4 3.10 0.26


76 03136000 A 948 6.67 0.52 1.90 2.63 2.82 1,169 1.65 0.68 38.7 38.4 5.40 1.10


Table 5. Selected basin characteristics of streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. Station names and locations are given in
slope; W, percentage of the basin area classified in the National Land Cover Dataset as the sum of water and wetlands; CF2, CF25, CF100, climat
respectively; MBE, mean basin elevation; CR, circularity ratio; DD, drainage density; MAPc, mean annual precipitation at basin centroid; MAPm
average maximum overland slope of land surface in basin; Water, Developed, Barren, ForestUp, HerbNat, HerbCult, Wetland, percentages of basin
developed, barren, forested uplands, herbaceous upland natural, and herbaceous planted/cultivated, respectively; nd, not determined; ft, feet; ft/mi
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0.00 26.57 0.00 71.61 0.48


0.04 30.83 0.00 66.74 0.37


0.02 34.50 0.00 61.03 0.96


0.00 34.74 0.00 65.07 0.08


0.11 29.35 0.00 65.30 1.47


0.00 38.22 0.00 61.06 0.73


0.00 41.76 0.00 57.94 0.30


0.00 45.29 0.00 54.48 0.23


0.00 26.02 0.00 73.98 0.00


0.00 47.67 0.00 52.13 0.20


0.00 45.55 0.00 54.14 0.23


0.00 39.00 0.00 60.78 0.17


0.00 9.35 0.00 89.80 0.85


0.00 97.92 0.00 1.56 0.52


0.00 12.41 0.00 87.59 0.00


0.13 65.00 0.00 32.37 1.09


0.00 50.31 0.00 49.27 0.25


0.27 41.70 0.00 51.21 1.11


0.00 8.40 0.00 90.03 0.82


0.00 25.80 0.00 71.79 0.49


0.00 12.90 0.00 84.54 2.10


0.00 18.20 0.00 80.13 0.80


0.04 26.55 0.00 67.82 0.61


0.03 31.66 0.00 63.60 0.53


0.03 33.49 0.00 61.78 0.56


0.00 40.07 0.00 55.79 0.09


bbreviations: DA, drainage area; SL, main channel 
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77 03136500 A 202 12.31 1.27 1.91 2.63 2.82 1,215 1.53 0.64 39.5 39.4 3.61 0.79 0.55


78 03137000 A 455 10.06 1.10 1.91 2.63 2.82 1,167 1.71 0.68 39.8 39.5 5.03 0.73 1.29


79 03138500 A 1,505 5.94 0.30 1.90 2.63 2.82 1,161 1.73 0.69 38.8 38.8 5.88 0.99 2.50


80 03138900 A 0.9 125.63 0.08 1.90 2.64 2.82 1,070 1.40 0.47 36.7 36.7 5.82 0.00 0.12


81 03139000 A 464 6.45 2.54 1.90 2.64 2.82 1,065 1.95 0.72 36.9 37.3 6.94 1.07 2.70


82 03139930 A 0.54 219 0.73 1.91 2.64 2.83 1,129 1.24 nd 37.2 37.2 10.55 0.00 0.00


83 03139940 A 1.44 160.15 0.30 1.91 2.64 2.83 1,114 1.21 0.93 37.1 37.1 11.19 0.00 0.00


84 03139960 A 2.38 116.11 0.23 1.91 2.64 2.83 1,096 1.26 1.01 37.1 37.1 11.80 0.00 0.00


85 03139970 A 0.19 188 0.00 1.91 2.64 2.83 1,041 1.16 nd 37.2 37.2 8.77 0.00 0.00


86 03139980 A 4.02 102.07 0.20 1.91 2.64 2.83 1,069 1.39 0.77 37.1 37.1 12.19 0.00 0.00


87 03139990 A 7.16 92.62 0.23 1.91 2.64 2.83 1,031 1.43 0.74 37.2 37.1 12.37 0.00 0.08


88 03140000 A 27.2 19.61 0.19 1.91 2.64 2.83 1,010 1.53 0.95 37.2 37.3 12.01 0.02 0.03


89 03140010 A 0.12 247 0.85 1.91 2.64 2.83 1,150 1.22 nd 37.0 37.0 10.33 0.00 0.00


90 03140020 A 0.06 406 0.52 1.91 2.64 2.83 1,132 1.10 nd 37.0 37.0 13.96 0.00 0.00


91 03140030 A 0.04 375 0.00 1.91 2.64 2.83 1,104 1.10 nd 37.2 37.2 9.31 0.00 0.00


92 03142200 A 55.6 20.24 2.00 1.93 2.66 2.84 979 1.60 0.81 33.7 35.4 13.17 0.90 0.50


93 03144000 A 140 10.76 0.33 1.92 2.64 2.83 999 1.66 0.78 39.6 39.6 10.52 0.08 0.08


94 03144500 A 5,993 1.91 0.98 1.90 2.64 2.82 1,071 1.99 0.76 37.8 38.2 9.25 1.52 4.19


95 03144800 A 1.1 35.42 0.82 1.97 2.65 2.83 1,067 1.16 0.85 39.3 39.3 1.11 0.00 0.75


96 03145500 A 82.7 11.66 0.78 1.93 2.64 2.82 1,111 1.64 0.59 39.8 39.9 3.30 0.28 1.64


97 03145600 A 3.17 10.9 2.19 1.92 2.64 2.82 1,207 1.58 1.05 40.0 39.9 2.04 0.09 0.37


98 03146000 A 116 16.78 0.92 1.92 2.64 2.82 1,127 2.06 0.58 40.0 39.8 2.31 0.12 0.76


99 03146500 A 537 12.95 1.69 1.93 2.64 2.82 1,055 1.64 0.61 40.3 40.1 3.91 1.08 3.91


100 03147000 A 672 11.57 1.45 1.93 2.64 2.82 1,045 1.60 0.63 40.6 40.1 5.28 0.92 3.26


101 03147500 A 742 9.7 0.41 1.93 2.64 2.82 1,029 1.90 0.64 41.0 40.1 5.73 1.18 2.96


102 03147900 A 10.1 56.13 0.23 1.93 2.65 2.83 911 1.50 0.66 39.3 39.3 9.92 0.14 3.91


Table 5. Selected basin characteristics of streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. Station names and locations are given in table 4. A
slope; W, percentage of the basin area classified in the National Land Cover Dataset as the sum of water and wetlands; CF2, CF25, CF100, climate factors w
respectively; MBE, mean basin elevation; CR, circularity ratio; DD, drainage density; MAPc, mean annual precipitation at basin centroid; MAPm, mean ann
average maximum overland slope of land surface in basin; Water, Developed, Barren, ForestUp, HerbNat, HerbCult, Wetland, percentages of basin area clas
developed, barren, forested uplands, herbaceous upland natural, and herbaceous planted/cultivated, respectively; nd, not determined; ft, feet; ft/mi, feet per m
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1.90 2.53 64.48 0.00 28.60 0.34


0.54 0.03 42.29 0.00 56.81 0.14


3.93 0.27 41.86 0.00 51.49 0.98


6.18 0.00 72.81 0.00 20.87 0.00


0.17 0.00 76.86 0.00 22.91 0.00


0.48 0.71 85.24 0.00 13.42 0.03


0.55 0.47 36.25 0.00 62.49 0.04


2.55 0.13 38.03 0.00 58.47 0.13


0.00 0.03 97.19 0.00 2.74 0.03


0.75 0.00 70.18 0.00 28.23 0.20


0.05 0.00 84.73 0.00 14.98 0.00


2.32 0.31 56.74 0.00 39.69 0.17


0.26 0.52 58.85 0.00 40.07 0.06


0.58 0.05 53.56 0.00 45.29 0.00


0.00 0.00 75.63 0.00 24.37 0.00


0.05 1.12 74.49 0.00 24.34 0.00


0.00 0.00 74.14 0.00 25.62 0.24


0.00 0.00 97.21 0.00 2.76 0.04


0.03 0.00 95.36 0.00 4.60 0.00


0.87 1.43 70.39 0.00 26.52 0.19


0.15 0.84 91.58 0.00 7.36 0.02


0.88 0.00 84.65 0.00 14.47 0.00


0.10 1.10 93.61 0.00 4.52 0.00


2.35 1.55 86.64 0.00 8.31 0.00


0.65 0.46 91.76 0.00 6.69 0.32


1.08 0.00 7.28 0.00 91.16 0.36


 table 4. Abbreviations: DA, drainage area; SL, main channel 
e factors with 2-, 25-, and 100-year recurrence intervals, 
, mean annual precipitation averaged over basin area; AOS, 
 area classified in the National Land Cover Dataset as water, 
, feet per mile; in., inches; mi-1, 1/miles; mi2, square miles]
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103 03148300 A 80.6 7.72 2.49 1.97 2.66 2.84 928 1.77 0.81 39.9 39.9 13.03 2.15


104 03149500 A 75.7 11.64 0.34 1.93 2.65 2.83 903 1.63 0.64 39.1 39.0 9.46 0.20


105 03150000 A 7,422 1.91 1.11 1.91 2.64 2.82 1,052 1.90 0.74 37.6 38.5 9.06 1.46


106 03150600 A 0.99 56.32 0.15 1.96 2.67 2.85 727 1.22 0.58 39.4 39.4 12.26 0.15


107 03154500 A 79.4 16.63 0.06 1.99 2.69 2.87 910 1.51 0.69 43.4 43.4 20.30 0.05


108 03155500 A 453 7.72 0.15 1.97 2.68 2.86 965 1.57 0.64 43.2 43.4 22.29 0.12


109 03157000 A 89 14.96 0.25 1.98 2.65 2.83 984 1.67 0.70 38.5 38.8 8.84 0.21


110 03157500 A 459 10.67 0.81 1.97 2.65 2.83 955 1.80 0.73 38.9 39.3 8.86 0.69


111 03158100 A 1.04 88.01 0.03 1.98 2.66 2.84 875 1.36 0.66 38.5 38.5 18.06 0.00


112 03158220 A 1.09 100.45 0.85 1.98 2.66 2.84 814 1.38 0.72 38.9 38.9 15.31 0.65


113 03159450 A 1.48 108.09 0.24 1.98 2.66 2.84 847 1.36 0.65 39.7 39.7 19.88 0.24


114 03159500 A 943 6.02 0.94 1.98 2.66 2.84 902 2.15 0.67 39.9 39.5 12.39 0.78


115 03159540 A 156 9.6 0.30 1.99 2.66 2.84 803 1.95 0.61 40.0 40.0 14.52 0.23


116 03159700 A 0.7 130.13 0.52 1.99 2.68 2.86 883 1.26 0.69 43.5 43.5 9.77 0.52


117 03201440 A 1.04 36.41 0.00 2.02 2.68 2.85 837 1.35 0.78 41.4 41.4 12.01 0.00


118 03201480 A 0.7 154.15 0.00 2.01 2.67 2.85 717 1.22 0.67 42.0 42.0 12.09 0.00


119 03201550 A 0.3 176 0.24 1.98 2.66 2.84 910 1.19 nd 39.4 39.4 16.80 0.00


120 03201600 A 0.98 112.29 0.04 1.98 2.66 2.84 943 1.62 0.59 39.4 39.4 18.02 0.00


121 03201700 A 1.01 103.3 0.00 1.98 2.66 2.84 936 1.35 0.64 39.5 39.5 18.03 0.00


122 03202000 A 585 5.02 0.78 1.99 2.66 2.84 814 1.90 0.63 40.7 40.6 14.31 0.60


123 03204500 A 256 11.58 0.07 2.01 2.70 2.87 915 1.76 0.79 43.7 43.9 24.53 0.05


124 03205995 A 0.73 125.82 0.00 2.03 2.68 2.86 759 1.42 0.50 42.0 42.0 21.06 0.00


125 03207000 A 291 20.54 0.67 2.05 2.70 2.88 1,020 1.78 0.82 44.6 43.7 29.40 0.66


126 03216563 A 0.94 119.36 1.15 2.04 2.68 2.86 855 1.27 0.65 41.9 41.9 22.62 1.15


127 03217000 C 242 8.85 0.44 2.05 2.68 2.86 940 2.02 0.67 42.1 42.5 16.79 0.12


128 03217500 A 257 3.38 0.48 1.94 2.62 2.80 1,010 1.90 0.76 36.1 35.9 1.21 0.11


Table 5. Selected basin characteristics of streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. Station names and locations are given in
slope; W, percentage of the basin area classified in the National Land Cover Dataset as the sum of water and wetlands; CF2, CF25, CF100, climat
respectively; MBE, mean basin elevation; CR, circularity ratio; DD, drainage density; MAPc, mean annual precipitation at basin centroid; MAPm
average maximum overland slope of land surface in basin; Water, Developed, Barren, ForestUp, HerbNat, HerbCult, Wetland, percentages of basin
developed, barren, forested uplands, herbaceous upland natural, and herbaceous planted/cultivated, respectively; nd, not determined; ft, feet; ft/mi
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0.53 4.82 0.00 91.82 0.32


0.07 7.21 0.00 89.77 0.51


0.00 6.61 0.00 92.46 0.38


0.15 14.80 0.00 82.20 0.53


0.15 8.79 0.00 88.30 0.49


0.00 12.96 0.00 84.03 0.52


0.00 13.35 0.00 86.52 0.06


0.00 19.51 0.00 78.07 0.13


0.00 14.57 0.00 81.86 0.49


0.00 12.82 0.00 84.62 0.61


0.00 13.98 0.00 17.22 0.90


0.00 15.82 0.00 45.74 0.45


0.06 24.48 0.00 74.21 0.76


0.27 23.85 0.00 71.82 0.96


0.00 24.63 0.00 70.17 0.90


0.07 23.64 0.00 56.71 0.86


0.15 23.14 0.00 59.34 0.96


0.02 9.45 0.00 87.87 0.47


0.00 12.73 0.00 85.50 0.08


0.00 4.94 0.00 92.55 0.31


0.04 5.53 0.00 91.89 0.24


0.15 12.02 0.00 80.04 0.47


0.00 1.67 0.00 97.16 0.15


0.00 3.40 0.00 94.46 0.03


0.02 4.73 0.00 94.14 0.11


0.01 26.24 0.00 68.59 0.28


bbreviations: DA, drainage area; SL, main channel 
ith 2-, 25-, and 100-year recurrence intervals, 
ual precipitation averaged over basin area; AOS, 


sified in the National Land Cover Dataset as water, 
ile; in., inches; mi-1, 1/miles; mi2, square miles]
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129 03218000 B 72.4 5.77 0.41 1.91 2.62 2.80 977 1.81 0.81 37.4 37.7 0.86 0.09 2.42


130 03219500 A 567 2.23 0.75 1.93 2.62 2.80 994 2.68 0.78 35.8 36.4 1.13 0.24 2.20


131 03219590 A 83.2 7.06 0.52 1.94 2.62 2.80 1,030 2.22 0.82 36.5 36.5 1.03 0.14 0.42


132 03220000 A 178 6.59 0.75 1.94 2.63 2.81 1,037 1.95 0.76 36.2 36.5 1.67 0.22 2.10


133 03221000 A 980 3.08 0.74 1.94 2.62 2.80 998 2.31 0.81 36.1 36.6 1.28 0.40 1.87


134 03223000 A 157 8.87 0.74 1.91 2.62 2.80 1,072 1.52 0.74 38.3 38.3 1.25 0.21 2.27


135 03224000 A 25.4 12.05 0.08 1.92 2.62 2.80 1,043 1.92 0.65 38.5 38.4 1.19 0.01 0.06


136 03224500 A 98.7 14.7 0.74 1.91 2.63 2.82 1,115 1.87 0.64 38.6 38.5 1.83 0.61 1.67


137 03225500 A 393 6.32 0.76 1.92 2.62 2.80 1,047 1.68 0.76 38.1 38.1 1.27 0.79 2.28


138 03226200 A 5.84 11.4 0.84 1.94 2.63 2.81 966 1.61 1.63 37.4 37.4 1.84 0.23 1.72


139 03226850 A 0.4 60 0.99 1.95 2.64 2.82 869 1.59 nd 38.6 38.6 1.19 0.09 67.81


140 03228000 A 11 25.62 0.65 1.98 2.65 2.82 867 1.32 0.67 38.3 38.3 1.75 0.19 37.79


141 03228300 A 101 8.67 0.89 1.92 2.64 2.82 1,145 1.92 0.58 39.6 39.4 2.01 0.13 0.37


142 03228500 A 190 9.9 0.59 1.92 2.64 2.82 1,079 2.03 0.67 39.3 39.2 2.11 2.15 0.94


143 03228805 A 122 10.91 0.00 1.93 2.63 2.81 998 1.91 0.68 38.4 38.4 2.00 3.35 0.95


144 03229000 A 189 8.4 0.46 1.94 2.63 2.81 952 2.24 0.74 37.8 38.5 2.03 2.40 16.31


145 03229500 A 544 7.74 1.87 1.93 2.64 2.82 981 1.68 0.73 39.2 38.9 1.92 1.79 14.62


146 03230500 A 534 9.03 0.80 1.95 2.63 2.81 998 1.85 0.86 37.6 37.6 1.45 0.33 1.87


147 03230600 A 5.66 50.85 0.27 1.98 2.65 2.83 845 1.45 0.66 38.9 39.0 3.37 0.18 1.50


148 03230800 A 228 8.18 0.67 2.00 2.65 2.82 1,018 1.62 0.78 38.0 38.3 1.26 0.36 1.83


149 03231000 A 333 7.43 0.54 2.00 2.65 2.82 967 1.79 0.80 38.5 38.5 1.27 0.90 1.40


150 03231500 A 3,849 2.89 1.25 1.95 2.63 2.81 949 2.11 0.78 37.9 38.0 1.63 0.83 6.48


151 03231600 A 3.82 7.82 0.15 2.01 2.65 2.82 1,059 1.86 0.83 39.2 39.0 1.58 0.00 1.02


152 03232000 A 249 5.27 0.15 2.01 2.65 2.83 1,025 1.88 0.95 39.4 39.3 1.22 0.11 1.98


153 03232300 A 209 7.03 0.21 2.02 2.65 2.83 1,055 1.95 0.87 40.3 40.4 1.25 0.10 0.90


154 03232500 A 140 16.75 0.41 2.02 2.66 2.83 1,009 1.59 0.69 42.6 42.3 5.25 2.48 2.41


Table 5. Selected basin characteristics of streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. Station names and locations are given in table 4. A
slope; W, percentage of the basin area classified in the National Land Cover Dataset as the sum of water and wetlands; CF2, CF25, CF100, climate factors w
respectively; MBE, mean basin elevation; CR, circularity ratio; DD, drainage density; MAPc, mean annual precipitation at basin centroid; MAPm, mean ann
average maximum overland slope of land surface in basin; Water, Developed, Barren, ForestUp, HerbNat, HerbCult, Wetland, percentages of basin area clas
developed, barren, forested uplands, herbaceous upland natural, and herbaceous planted/cultivated, respectively; nd, not determined; ft, feet; ft/mi, feet per m
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1.49 0.00 14.54 0.00 83.00 0.13


1.38 0.00 72.95 0.00 25.43 0.00


5.23 0.12 14.64 0.00 78.81 0.38


0.77 0.00 18.62 0.00 80.57 0.02


0.17 0.00 63.49 0.00 36.12 0.01


0.00 0.00 86.37 0.00 13.58 0.00


0.00 0.00 97.73 0.00 2.27 0.00


0.00 0.00 98.41 0.00 1.59 0.00


0.28 0.08 68.09 0.00 31.20 0.07


0.42 0.00 66.47 0.00 32.91 0.06


2.23 0.00 47.43 0.00 50.21 0.07


2.24 0.00 82.34 0.00 15.30 0.09


0.76 0.00 92.81 0.00 6.39 0.03


0.00 0.00 99.09 0.00 0.90 0.00


1.60 0.00 24.92 0.00 73.36 0.00


0.56 0.00 39.23 0.00 59.80 0.15


4.03 0.76 20.20 0.00 74.91 0.00


0.00 0.00 4.75 0.00 95.25 0.00


1.02 0.02 17.06 0.00 81.55 0.07


1.05 0.00 3.73 0.00 95.03 0.19


2.90 0.06 6.29 0.00 89.29 0.29


2.22 0.01 9.20 0.00 87.97 0.29


0.09 0.00 2.36 0.00 97.34 0.14


0.03 0.00 1.69 0.00 98.22 0.05


0.91 0.03 5.05 0.00 93.82 0.12


8.97 0.00 4.87 0.00 86.10 0.04


 table 4. Abbreviations: DA, drainage area; SL, main channel 
e factors with 2-, 25-, and 100-year recurrence intervals, 
, mean annual precipitation averaged over basin area; AOS, 
 area classified in the National Land Cover Dataset as water, 
, feet per mile; in., inches; mi-1, 1/miles; mi2, square miles]
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155 03234000 A 807 5.49 0.73 2.02 2.66 2.83 1,008 1.97 0.79 40.1 40.4 3.36 0.83


156 03234100 A 9.6 81.69 0.24 2.01 2.66 2.84 858 1.32 0.77 40.0 40.0 13.22 0.23


157 03234500 A 5,131 2.78 1.05 1.99 2.65 2.82 950 2.12 0.77 38.1 38.5 2.48 0.81


158 03235000 A 11.5 29.54 0.04 1.98 2.65 2.83 1,035 1.58 0.97 39.2 39.3 4.45 0.02


159 03235080 A 3.13 64.78 0.21 1.99 2.66 2.84 977 1.50 0.90 40.3 40.4 13.99 0.20


160 03235200 A 0.89 119.27 0.04 1.98 2.66 2.84 976 1.18 0.85 40.2 40.2 15.34 0.04


161 03235400 A 0.3 213 0.00 1.99 2.66 2.84 1,032 1.30 nd 40.4 40.4 26.42 0.00


162 03235500 A 1.35 145.16 0.00 1.99 2.66 2.84 1,021 1.33 0.88 40.4 40.4 25.27 0.00


163 03235995 A 268 13.27 0.35 1.98 2.66 2.84 927 1.70 0.70 40.3 40.2 16.53 0.28


164 03236090 A 1.28 41.23 0.20 2.02 2.67 2.85 830 1.45 1.21 40.7 40.7 12.57 0.14


165 03236100 A 3.76 29.72 0.13 2.02 2.67 2.85 788 1.41 0.86 40.6 40.6 11.00 0.07


166 03237095 A 1.22 158.55 0.12 2.03 2.67 2.85 774 1.30 1.06 40.0 40.0 17.02 0.03


167 03237210 A 1.04 261.05 0.03 2.03 2.67 2.85 824 1.15 0.83 39.9 39.9 29.25 0.00


168 03237280 C 12.2 75.37 0.01 2.07 2.68 2.85 979 1.67 0.64 41.1 41.3 29.67 0.00


169 03237300 C 0.89 36.71 0.12 2.07 2.68 2.84 1,027 1.26 0.51 43.3 43.3 4.02 0.12


170 03237500 C 387 12.53 0.41 2.06 2.67 2.84 898 1.86 0.66 42.2 42.3 7.76 0.25


171 03238030 C 1.9 45.43 0.10 2.08 2.68 2.85 900 1.26 1.09 44.4 44.4 5.71 0.10


172 03238400 C 0.88 22.32 0.00 2.07 2.68 2.84 992 1.21 0.66 42.7 42.7 0.71 0.00


173 03238500 C 218 11.21 0.35 2.07 2.68 2.84 985 1.59 0.62 43.1 43.1 2.68 0.28


174 03239000 A 48.9 8.91 0.20 2.01 2.65 2.82 1,109 1.73 0.97 38.7 38.8 1.49 0.01


175 03239500 A 28.9 12.35 1.45 2.01 2.65 2.82 1,086 1.96 0.85 38.8 38.8 1.65 1.16


176 03240000 A 129 11.59 0.60 2.01 2.65 2.82 1,064 2.04 0.96 39.0 38.9 1.97 0.31


177 03240500 A 28.9 7.69 0.21 2.01 2.65 2.82 1,087 1.62 1.08 39.1 39.1 1.29 0.07


178 03241000 A 17.1 6.34 0.06 2.01 2.65 2.82 1,085 1.55 0.91 39.3 39.2 0.83 0.01


179 03241500 A 63.2 13.57 0.19 2.01 2.65 2.82 1,070 1.61 0.94 39.2 39.2 1.56 0.08


180 03241600 A 4.21 25.42 0.05 2.02 2.65 2.82 1,023 1.55 0.78 39.5 39.5 2.39 0.00


Table 5. Selected basin characteristics of streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. Station names and locations are given in
slope; W, percentage of the basin area classified in the National Land Cover Dataset as the sum of water and wetlands; CF2, CF25, CF100, climat
respectively; MBE, mean basin elevation; CR, circularity ratio; DD, drainage density; MAPc, mean annual precipitation at basin centroid; MAPm
average maximum overland slope of land surface in basin; Water, Developed, Barren, ForestUp, HerbNat, HerbCult, Wetland, percentages of basin
developed, barren, forested uplands, herbaceous upland natural, and herbaceous planted/cultivated, respectively; nd, not determined; ft, feet; ft/mi
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0.21 11.14 0.00 75.72 0.28


0.00 14.34 0.00 85.27 0.00


0.00 5.73 0.00 91.79 0.14


0.00 5.06 0.00 94.08 0.10


0.00 8.37 0.00 89.14 0.13


0.13 12.12 0.00 79.47 0.22


0.05 16.06 0.00 80.46 0.14


0.14 16.78 0.00 74.23 0.21


0.18 13.07 0.00 85.04 0.14


0.00 20.34 0.00 78.42 0.10


0.10 24.54 0.00 71.17 0.19


0.15 19.62 0.00 72.36 0.21


0.00 58.81 0.00 38.32 0.00


0.00 16.99 0.00 33.43 0.06


0.00 24.11 0.00 12.13 0.16


0.04 13.53 0.00 75.45 0.45


0.00 12.09 0.00 86.75 0.51


0.13 9.78 0.00 86.19 0.46


0.00 6.69 0.00 56.99 0.17


0.00 12.87 0.00 31.74 0.07


0.00 4.64 0.00 94.72 0.06


0.00 6.90 0.00 89.96 0.67


0.00 5.88 0.00 92.09 0.40


0.00 4.54 0.00 95.35 0.05


0.00 41.89 0.00 56.96 0.31


0.00 16.72 0.00 82.41 0.28


bbreviations: DA, drainage area; SL, main channel 
ith 2-, 25-, and 100-year recurrence intervals, 
ual precipitation averaged over basin area; AOS, 


sified in the National Land Cover Dataset as water, 
ile; in., inches; mi-1, 1/miles; mi2, square miles]
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181 03242050 A 366 8.5 0.54 2.02 2.65 2.82 997 1.99 0.87 39.2 39.1 2.52 0.26 12.39


182 03242100 A 1.01 103.57 0.04 2.03 2.66 2.83 902 1.30 0.83 40.3 40.3 3.76 0.04 0.36


183 03242150 A 71.4 11.99 0.49 2.02 2.65 2.82 1,043 1.36 0.81 39.6 39.6 1.46 0.36 1.98


184 03242200 A 77.8 8.13 0.25 2.02 2.65 2.83 1,042 1.92 0.82 41.1 40.7 1.38 0.15 0.62


185 03242300 A 209 8.93 0.00 2.02 2.65 2.82 1,016 1.93 0.80 40.2 40.1 1.85 1.41 0.96


186 03242500 A 680 7.31 0.00 2.02 2.65 2.82 987 2.00 0.83 39.6 39.6 2.57 0.90 7.16


187 03244000 C 219 11.37 0.87 2.03 2.66 2.83 1,001 1.45 0.67 41.5 41.4 2.86 0.73 2.55


188 03245500 C 1,203 6.72 0.70 2.03 2.66 2.83 946 1.86 0.75 40.3 40.6 2.98 0.86 7.78


189 03246500 C 237 6.99 0.47 2.04 2.66 2.83 997 1.68 0.61 42.4 42.4 1.68 0.32 1.24


190 03247100 C 3.34 21.03 0.26 2.07 2.68 2.84 897 1.55 0.56 42.8 42.8 1.41 0.16 0.98


191 03247500 C 476 8.25 0.52 2.07 2.68 2.84 932 1.76 0.62 42.7 42.6 2.65 1.04 2.97


192 03248000 C 1,713 6.56 1.12 2.04 2.66 2.83 938 1.87 0.70 41.1 41.2 2.97 0.91 6.76


193 03254400 C 13.6 37.95 0.00 2.12 2.69 2.85 830 1.35 1.28 43.2 43.2 14.89 0.00 2.87


194 03255500 C 73 15.93 0.36 2.07 2.67 2.83 718 1.54 0.75 41.6 41.6 4.42 0.30 49.22


195 03258000 C 35.6 20.46 0.26 2.10 2.68 2.84 803 1.59 0.76 41.7 41.7 5.21 0.90 62.70


196 03260700 A 36.3 28.78 0.78 1.95 2.62 2.80 1,187 1.48 0.78 36.0 36.1 2.55 0.33 10.19


197 03260800 A 59.1 10.8 0.78 1.96 2.63 2.80 1,112 2.21 0.98 36.9 36.7 2.74 0.26 0.38


198 03261500 A 541 1.89 2.10 1.96 2.62 2.80 1,069 1.78 0.84 36.1 36.2 1.67 1.64 1.80


199 03262750 A 0.83 60 0.17 2.03 2.65 2.81 889 1.44 nd 37.6 37.6 1.40 0.00 36.14


200 03263100 A 3.11 50.47 0.07 2.04 2.65 2.82 976 1.19 3.18 37.2 37.2 2.56 0.00 55.32


201 03263700 A 4.83 8.73 0.14 2.06 2.65 2.82 1,066 1.57 1.85 37.3 37.4 1.89 0.08 0.50


202 03264000 A 193 6.39 0.92 2.06 2.65 2.82 1,085 1.83 1.00 36.9 37.4 1.45 0.25 2.21


203 03265000 A 503 4.52 0.58 2.05 2.65 2.82 1,037 1.59 0.90 36.9 37.2 1.29 0.19 1.45


204 03265100 A 0.46 12.9 0.05 2.05 2.65 2.82 1,007 1.21 nd 37.1 37.1 0.44 0.00 0.05


205 03266500 A 7.31 60.02 1.02 1.95 2.62 2.80 1,372 1.26 0.72 36.2 36.2 6.49 0.71 0.14


206 03267000 A 162 18.85 0.39 1.96 2.63 2.80 1,177 1.92 0.82 36.9 37.2 3.52 0.11 0.47


Table 5. Selected basin characteristics of streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. Station names and locations are given in table 4. A
slope; W, percentage of the basin area classified in the National Land Cover Dataset as the sum of water and wetlands; CF2, CF25, CF100, climate factors w
respectively; MBE, mean basin elevation; CR, circularity ratio; DD, drainage density; MAPc, mean annual precipitation at basin centroid; MAPm, mean ann
average maximum overland slope of land surface in basin; Water, Developed, Barren, ForestUp, HerbNat, HerbCult, Wetland, percentages of basin area clas
developed, barren, forested uplands, herbaceous upland natural, and herbaceous planted/cultivated, respectively; nd, not determined; ft, feet; ft/mi, feet per m
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2.40 0.00 14.76 0.00 82.30 0.27


0.66 0.00 9.90 0.00 88.88 0.43


1.07 0.00 5.53 0.00 93.05 0.26


1.69 0.00 8.83 0.00 88.12 0.60


7.90 0.00 9.70 0.00 79.40 0.48


5.49 0.00 13.29 0.00 79.97 0.34


4.85 0.06 9.49 0.00 84.42 0.36


6.67 0.00 9.47 0.00 83.64 0.09


18.27 0.30 9.86 0.00 71.24 0.14


0.87 0.00 7.21 0.00 91.66 0.16


0.21 0.00 52.25 0.00 47.43 0.00


3.23 0.00 11.19 0.00 85.35 0.13


2.94 0.00 15.07 0.00 81.42 0.12


0.15 0.00 23.45 0.00 76.32 0.04


2.38 0.00 15.25 0.00 81.69 0.14


6.51 0.08 10.79 0.00 81.56 0.30


2.95 0.00 14.64 0.00 82.16 0.25


0.04 0.00 0.89 0.00 98.93 0.00


5.92 0.00 13.52 0.00 79.51 0.63


6.35 0.00 14.45 0.00 78.07 0.82


0.00 0.00 8.71 0.00 91.29 0.00


0.00 0.00 8.41 0.00 91.40 0.18


0.00 0.00 47.52 0.00 51.68 0.00


1.95 0.12 5.22 0.00 84.96 0.49


1.01 0.00 4.16 0.00 93.82 0.96


1.20 0.00 17.28 0.00 75.33 4.01


 table 4. Abbreviations: DA, drainage area; SL, main channel 
e factors with 2-, 25-, and 100-year recurrence intervals, 
, mean annual precipitation averaged over basin area; AOS, 
 area classified in the National Land Cover Dataset as water, 
, feet per mile; in., inches; mi-1, 1/miles; mi2, square miles]
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207 03267900 A 310 15.56 0.53 1.96 2.63 2.80 1,141 1.81 0.78 38.0 37.7 3.02 0.26


208 03268000 A 65.3 22.14 0.56 2.01 2.65 2.82 1,156 1.57 0.73 38.2 38.1 2.83 0.13


209 03268300 A 3.33 16.75 0.36 2.00 2.65 2.82 1,207 1.53 0.70 38.2 38.2 2.10 0.10


210 03268500 A 39.2 16.84 1.36 2.01 2.65 2.82 1,143 1.58 0.67 38.4 38.4 2.40 0.76


211 03269000 A 139 17.57 0.61 2.01 2.65 2.82 1,125 1.74 0.80 38.3 38.3 2.59 2.52


212 03269500 A 490 14.44 0.58 1.96 2.63 2.81 1,126 1.87 0.80 38.2 38.0 2.87 0.92


213 03270500 A 2,511 3.23 1.01 2.01 2.63 2.80 1,032 1.91 0.86 37.3 37.2 1.80 0.83


214 03270800 C 22.7 16.6 0.22 2.05 2.65 2.82 993 1.73 0.90 38.4 38.5 1.90 0.13


215 03271000 C 68.7 15.97 0.33 2.05 2.65 2.82 951 1.60 0.88 38.2 38.3 2.01 0.19


216 03271800 C 197 10.5 0.26 2.06 2.66 2.82 1,044 1.52 0.88 39.3 39.0 1.52 0.10


217 03272695 C 0.33 130.91 0.11 2.07 2.66 2.82 970 1.44 0.33 40.0 40.0 6.97 0.11


218 03272700 C 69 16.11 0.23 2.07 2.66 2.82 1,060 1.80 0.77 39.8 39.8 1.86 0.10


219 03272800 C 120 15.19 0.57 2.07 2.66 2.82 1,026 1.71 0.80 40.0 39.9 2.83 0.45


220 03272900 C 0.94 134.98 0.08 2.07 2.66 2.83 825 1.27 0.46 40.2 40.2 4.72 0.04


221 03273500 C 307 14.9 0.67 2.07 2.66 2.82 985 1.49 0.77 40.1 40.2 2.90 0.53


222 03274000 A 3,630 3.38 0.90 2.03 2.65 2.81 998 1.93 0.84 37.3 37.9 2.10 0.76


223 03274100 C 0.29 76.05 0.25 2.08 2.66 2.83 937 1.27 0.62 40.9 40.9 5.72 0.00


224 03274880 C 0.78 48.95 0.13 2.07 2.66 2.82 1,200 1.28 0.56 38.5 38.5 1.75 0.13


225 03275500 C 121 13.63 1.05 2.06 2.66 2.82 1,117 1.91 0.76 39.5 39.3 2.95 0.42


226 03275600 C 200 9.46 1.13 2.07 2.66 2.82 1,086 1.75 0.72 39.8 39.6 3.22 0.31


227 03275800 C 0.3 100 0.00 2.08 2.66 2.82 991 1.12 nd 40.9 40.9 2.39 0.00


228 03275900 C 5.39 20.32 0.19 2.08 2.67 2.83 1,004 1.40 0.66 41.2 41.2 2.12 0.00


229 03276640 C 0.25 253 0.79 2.12 2.69 2.85 636 1.38 nd 42.5 42.5 13.91 0.79


230 03322500 A 262 5.34 7.75 2.00 2.63 2.79 930 1.75 0.67 35.8 35.8 1.25 7.26


231 03325500 A 133 7.63 1.01 2.01 2.63 2.80 1,051 1.86 0.77 37.2 37.1 1.01 0.05


232 04096515 B 48.7 4.89 6.19 1.88 2.59 2.77 1,091 1.41 0.96 36.0 35.9 2.33 2.18


Table 5. Selected basin characteristics of streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. Station names and locations are given in
slope; W, percentage of the basin area classified in the National Land Cover Dataset as the sum of water and wetlands; CF2, CF25, CF100, climat
respectively; MBE, mean basin elevation; CR, circularity ratio; DD, drainage density; MAPc, mean annual precipitation at basin centroid; MAPm
average maximum overland slope of land surface in basin; Water, Developed, Barren, ForestUp, HerbNat, HerbCult, Wetland, percentages of basin
developed, barren, forested uplands, herbaceous upland natural, and herbaceous planted/cultivated, respectively; nd, not determined; ft, feet; ft/mi
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(fig. 1)


Station
number


Reg-
ion


DA
(mi2)


SL
(ft/mi)


W
(%) CF2 CF25 CF100
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MAPm
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0.00 11.39 1.25 85.69 1.27


0.00 20.93 0.00 68.48 4.88


0.00 37.14 0.00 15.02 3.74


0.00 7.39 0.00 88.70 3.91


0.28 16.48 0.52 74.68 2.22


0.02 15.74 0.12 78.34 3.47


0.00 7.36 0.00 88.30 1.93


0.06 9.53 0.00 84.56 2.96


0.00 3.89 0.00 88.73 0.86


0.05 9.56 0.04 83.69 1.89


0.00 5.76 0.00 93.39 0.85


0.00 17.09 0.00 76.69 3.17


0.00 3.05 0.00 93.45 0.26


0.00 4.02 0.00 94.68 0.84


0.00 11.36 0.00 83.68 2.62


0.00 4.24 0.00 93.86 1.90


0.00 8.30 0.00 90.39 1.20


0.00 2.15 0.00 97.85 0.00


0.00 8.13 0.00 89.24 0.34


0.00 9.75 0.00 89.90 0.34


0.09 9.88 0.00 83.32 0.59


0.07 11.49 0.00 78.90 0.61


0.00 6.66 0.00 92.26 1.07


0.00 7.51 0.00 90.96 0.48


0.00 6.33 0.00 89.12 0.61


0.00 6.14 0.00 93.14 0.69


bbreviations: DA, drainage area; SL, main channel 
ith 2-, 25-, and 100-year recurrence intervals, 
ual precipitation averaged over basin area; AOS, 


sified in the National Land Cover Dataset as water, 
ile; in., inches; mi-1, 1/miles; mi2, square miles]
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233 04099060 B 1.22 12.46 1.67 1.90 2.59 2.77 1,031 1.21 1.00 35.4 35.4 2.95 0.40 0.00


234 04176000 B 463 5.74 7.78 1.81 2.58 2.78 921 2.01 1.10 33.7 33.4 3.67 2.90 2.82


235 04176900 B 3.52 15.7 4.37 1.84 2.59 2.80 651 1.49 nd 33.2 33.2 0.96 0.62 43.47


236 04177400 B 1.84 9.66 3.91 1.89 2.59 2.78 892 1.21 1.21 34.7 34.7 0.86 0.00 0.00


237 04177720 B 37.5 3.6 6.86 1.90 2.59 2.77 958 1.70 0.83 35.3 35.2 2.99 4.64 1.18


238 04178000 B 610 4.77 4.70 1.89 2.59 2.78 956 1.98 0.83 34.8 35.0 2.17 1.23 1.08


239 04179500 B 87.3 4.77 2.38 1.91 2.60 2.77 937 1.96 1.26 35.1 35.1 2.12 0.44 1.97


240 04180000 B 270 4.37 3.57 1.92 2.60 2.77 907 1.99 1.06 35.0 35.2 2.26 0.61 2.28


241 04182590 B 21.9 3.32 1.05 1.98 2.62 2.78 804 1.83 1.77 35.0 35.0 0.86 0.18 6.33


242 04183500 B 2,129 3.48 2.65 1.92 2.60 2.78 875 3.00 0.85 34.2 35.1 1.62 0.76 4.02


243 04183750 B 0.34 30.8 0.85 1.91 2.60 2.78 809 1.28 nd 34.3 34.3 0.97 0.00 0.00


244 04184500 B 206 7.12 5.16 1.87 2.59 2.78 952 2.20 0.98 34.6 34.6 2.44 1.99 1.06


245 04184750 B 2.58 20.71 0.26 1.88 2.59 2.78 818 1.44 0.70 34.4 34.4 1.32 0.00 3.23


246 04184760 B 0.56 27.56 1.30 1.88 2.59 2.78 751 1.17 0.46 34.3 34.3 1.29 0.45 0.00


247 04185000 B 410 5.44 3.70 1.88 2.59 2.78 862 1.99 0.77 34.5 34.3 1.82 1.09 1.26


248 04185150 B 0.4 45 1.90 1.89 2.59 2.78 846 1.24 nd 33.8 33.9 2.26 0.00 0.00


249 04185440 B 4.23 17.64 1.30 1.91 2.60 2.78 817 1.31 0.50 34.2 34.2 1.79 0.10 0.00


250 04185945 B 0.51 20.29 0.00 1.97 2.62 2.79 864 1.71 0.34 35.2 35.2 1.32 0.00 0.00


251 04186500 B 332 4.85 0.57 1.97 2.62 2.79 891 2.34 0.75 35.7 35.4 1.50 0.24 2.06


252 04186800 B 0.53 55.27 0.34 1.93 2.62 2.80 1,041 1.20 0.63 35.5 35.5 1.49 0.00 0.00


253 04187100 B 128 5.23 1.58 1.93 2.62 2.79 949 1.83 0.66 35.4 35.6 1.26 0.99 5.13


254 04187500 B 160 4.97 1.51 1.93 2.62 2.79 934 2.00 0.69 35.4 35.6 1.40 0.90 8.03


255 04187945 B 1.45 10.41 1.07 1.95 2.61 2.79 850 1.28 2.00 35.2 35.2 1.44 0.00 0.00


256 04188500 B 55 9.07 0.70 1.93 2.61 2.80 888 2.16 0.88 35.2 35.3 0.90 0.23 0.82


257 04189000 B 346 4.59 1.22 1.93 2.62 2.80 869 1.82 0.81 35.4 35.5 1.05 0.61 3.32


258 04189100 B 4.65 10.75 0.71 1.92 2.61 2.79 845 1.36 0.80 35.0 35.0 0.75 0.02 0.00


Table 5. Selected basin characteristics of streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. Station names and locations are given in table 4. A
slope; W, percentage of the basin area classified in the National Land Cover Dataset as the sum of water and wetlands; CF2, CF25, CF100, climate factors w
respectively; MBE, mean basin elevation; CR, circularity ratio; DD, drainage density; MAPc, mean annual precipitation at basin centroid; MAPm, mean ann
average maximum overland slope of land surface in basin; Water, Developed, Barren, ForestUp, HerbNat, HerbCult, Wetland, percentages of basin area clas
developed, barren, forested uplands, herbaceous upland natural, and herbaceous planted/cultivated, respectively; nd, not determined; ft, feet; ft/mi, feet per m
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2.64 0.01 5.99 0.00 90.38 0.55


0.25 0.00 1.17 0.00 98.34 0.25


0.02 0.00 4.37 0.00 95.07 0.52


0.54 0.00 8.92 0.00 90.00 0.52


2.26 0.05 5.97 0.00 90.91 0.39


2.79 0.05 8.04 0.01 87.15 1.34


0.00 0.00 2.30 0.00 97.35 0.35


2.61 0.05 7.50 0.01 87.96 1.23


1.58 0.12 4.33 0.00 92.67 0.98


4.73 0.00 13.12 0.00 80.72 0.73


1.98 0.01 10.65 0.00 86.09 0.62


0.16 0.00 3.80 0.00 95.77 0.27


0.09 0.00 8.34 0.00 90.67 0.57


1.09 0.02 9.50 0.00 88.33 0.56


0.72 0.02 9.87 0.00 88.40 0.88


1.65 0.00 12.95 0.00 84.96 0.41


2.09 0.00 4.04 0.00 93.14 0.63


1.82 0.00 6.63 0.00 90.88 0.63


2.61 0.00 6.36 0.00 89.62 1.41


1.36 0.07 9.26 0.00 88.24 0.64


0.00 0.00 13.45 0.00 86.43 0.11


2.07 0.00 16.83 0.00 80.14 0.44


2.11 0.00 15.24 0.00 81.62 0.54


1.29 0.00 19.75 0.00 77.41 1.43


0.86 0.00 24.48 0.00 72.99 1.21


0.45 0.00 17.26 0.00 81.47 0.61


 table 4. Abbreviations: DA, drainage area; SL, main channel 
e factors with 2-, 25-, and 100-year recurrence intervals, 
, mean annual precipitation averaged over basin area; AOS, 
 area classified in the National Land Cover Dataset as water, 
, feet per mile; in., inches; mi-1, 1/miles; mi2, square miles]
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259 04189500 B 644 3.47 0.98 1.92 2.61 2.79 841 1.89 0.83 35.0 35.2 1.01 0.43


260 04190350 B 1.04 6.13 0.25 1.96 2.62 2.79 752 1.77 0.49 34.8 34.8 0.42 0.00


261 04190500 B 5.14 9.56 0.54 1.98 2.62 2.79 829 1.46 0.83 35.5 35.5 0.63 0.03


262 04191480 B 1.66 3.42 0.54 1.90 2.60 2.78 710 1.26 0.76 34.4 34.4 0.45 0.02


263 04191500 B 2,318 3.98 0.80 1.95 2.61 2.79 815 1.93 0.75 35.0 34.9 0.93 0.41


264 04192500 B 5,545 2.53 1.95 1.91 2.60 2.78 832 2.20 0.77 33.9 34.8 1.28 0.61


265 04192900 B 0.98 9.93 0.35 1.85 2.60 2.79 652 1.11 0.38 33.0 33.0 0.43 0.00


266 04193500 B 6,330 0.97 1.87 1.91 2.60 2.78 816 2.11 0.73 34.1 34.8 1.20 0.64


267 04195500 B 428 3.13 1.29 1.86 2.60 2.79 722 1.71 0.61 33.9 34.0 0.59 0.31


268 04196000 B 88.8 11.23 1.42 1.87 2.61 2.80 1,100 1.72 0.81 38.2 38.1 1.55 0.69


269 04196500 B 298 7.84 1.26 1.90 2.61 2.80 996 2.28 0.83 38.0 37.5 1.45 0.64


270 04196700 B 5.29 10.36 0.27 1.92 2.62 2.80 890 1.57 0.93 36.2 36.1 0.64 0.00


271 04196800 B 229 3.88 0.90 1.93 2.62 2.80 898 1.84 0.69 36.1 36.1 0.98 0.33


272 04197000 B 774 5.95 1.06 1.91 2.62 2.80 925 1.83 0.74 36.3 36.7 1.29 0.50


273 04197100 B 149 5.04 0.99 1.86 2.60 2.80 952 1.61 0.77 37.6 37.4 1.08 0.11


274 04197170 B 34.6 9.5 0.44 1.86 2.60 2.80 873 2.04 0.60 36.5 36.5 1.73 0.02


275 04197300 B 66.2 6.49 0.73 1.86 2.60 2.80 769 1.67 0.60 35.6 35.5 0.71 0.10


276 04197400 B 70.1 7.19 0.67 1.86 2.60 2.80 785 1.54 0.69 36.1 36.0 0.88 0.04


277 04197500 B 4.28 8.8 1.41 1.85 2.60 2.80 689 1.64 0.57 35.1 35.1 0.32 0.00


278 04198000 B 1,251 5.5 1.06 1.86 2.60 2.80 891 1.77 0.72 36.6 36.6 1.24 0.42


279 04198100 A 4.92 16.64 0.12 1.85 2.62 2.81 919 1.31 0.76 35.7 35.7 0.74 0.00


280 04198500 A 85.5 12.8 0.97 1.85 2.61 2.81 877 1.43 0.58 35.8 36.0 1.76 0.52


281 04199000 A 371 10.1 1.02 1.85 2.61 2.81 868 1.59 0.63 36.3 36.5 1.82 0.49


282 04199155 A 22.1 26.93 1.55 1.84 2.61 2.81 769 1.57 0.76 35.3 35.4 2.91 0.12


283 04199500 A 262 6.4 1.68 1.85 2.62 2.81 970 1.87 0.62 36.0 36.7 2.23 0.47


284 04199800 A 0.76 24.99 0.81 1.85 2.62 2.82 940 1.47 0.42 36.3 36.3 1.02 0.20


Table 5. Selected basin characteristics of streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. Station names and locations are given in
slope; W, percentage of the basin area classified in the National Land Cover Dataset as the sum of water and wetlands; CF2, CF25, CF100, climat
respectively; MBE, mean basin elevation; CR, circularity ratio; DD, drainage density; MAPc, mean annual precipitation at basin centroid; MAPm
average maximum overland slope of land surface in basin; Water, Developed, Barren, ForestUp, HerbNat, HerbCult, Wetland, percentages of basin
developed, barren, forested uplands, herbaceous upland natural, and herbaceous planted/cultivated, respectively; nd, not determined; ft, feet; ft/mi
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0.00 29.11 0.00 67.43 1.66


0.00 18.26 0.00 74.26 2.34


0.02 27.39 0.00 67.39 1.76


0.26 38.03 0.00 43.17 1.83


0.21 48.59 0.00 35.97 10.02


1.71 50.44 0.00 33.80 1.97


0.42 43.25 0.00 39.58 2.68


0.70 42.18 0.07 23.29 6.79


0.53 41.69 0.05 30.96 6.86


0.50 60.35 0.00 21.69 4.23


0.00 44.54 0.00 42.79 11.40


0.00 71.55 0.00 27.33 0.62


0.00 45.71 0.00 28.02 24.69


0.00 33.88 0.00 46.66 16.63


0.00 32.03 0.00 48.82 18.05


0.06 41.09 0.00 41.58 15.39


0.07 43.72 0.00 39.80 14.18


0.00 39.94 0.00 41.88 17.16


0.00 63.64 0.00 27.53 6.11


0.00 55.87 0.00 39.27 2.65


0.00 58.41 0.00 31.74 4.99


bbreviations: DA, drainage area; SL, main channel 
ith 2-, 25-, and 100-year recurrence intervals, 
ual precipitation averaged over basin area; AOS, 


sified in the National Land Cover Dataset as water, 
ile; in., inches; mi-1, 1/miles; mi2, square miles]
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285 04200000 A 217 36.46 2.04 1.85 2.62 2.82 935 1.93 0.48 36.5 36.5 1.82 0.38 1.42


286 04200100 A 4.83 9.68 3.15 1.84 2.62 2.82 832 1.50 1.18 35.1 35.2 1.56 0.81 4.33


287 04200500 A 396 8.24 2.26 1.85 2.62 2.82 903 1.55 0.50 35.8 36.2 1.76 0.50 2.94


288 04201500 A 267 37.63 2.87 1.85 2.63 2.82 985 1.59 0.52 37.2 36.9 3.36 1.04 15.67


289 04202000 A 151 7.98 12.14 1.88 2.66 2.85 1,193 1.78 0.80 42.3 42.4 3.08 3.59 1.63


290 04206212 A 5.58 52.64 2.51 1.85 2.63 2.82 1,129 1.53 0.55 37.6 37.5 4.90 0.53 11.54


291 04206220 A 30.7 39.08 4.29 1.86 2.63 2.82 1,070 1.79 0.63 37.4 37.4 5.35 1.61 12.46


292 04207200 A 83.9 8.46 8.93 1.88 2.66 2.85 1,057 1.74 0.68 40.2 39.3 3.26 2.13 24.83


293 04208000 A 707 7.87 9.45 1.88 2.66 2.85 1,083 2.45 0.73 38.9 39.1 4.23 2.59 17.32


294 04209000 A 246 16.02 5.48 1.87 2.66 2.85 1,065 1.80 0.62 41.8 40.8 5.37 1.25 11.98


295 04210000 A 25.6 49.1 12.47 1.88 2.66 2.85 1,121 1.92 0.48 42.6 42.6 2.71 1.07 0.21


296 04210090 A 0.29 52.64 1.12 1.86 2.65 2.86 1,252 1.27 0.90 43.4 43.4 2.23 0.50 0.00


297 04210100 A 5.42 30.59 25.84 1.86 2.66 2.86 1,116 1.92 0.52 42.5 42.9 1.25 1.15 0.43


298 04211000 A 69.2 2.9 17.91 1.88 2.66 2.86 937 1.59 0.46 40.2 40.2 1.14 2.32 0.51


299 04211500 A 82 11.15 18.52 1.87 2.66 2.87 966 1.47 0.52 42.6 42.1 1.03 0.47 0.63


300 04212000 A 581 7.33 16.42 1.88 2.66 2.86 945 1.55 0.52 40.5 40.4 1.99 1.03 0.84


301 04212100 A 685 6.84 15.18 1.86 2.66 2.86 956 1.77 0.53 41.5 40.5 2.48 1.00 1.23


302 04212500 A 121 13.74 17.74 1.87 2.66 2.87 949 1.90 0.58 41.9 41.3 2.08 0.58 0.43


303 04212600 A 0.88 81.69 6.48 1.86 2.66 2.86 832 1.26 0.90 38.9 38.9 5.46 0.37 2.35


304 04213000 A 175 10.82 3.10 1.87 2.66 2.87 1,009 2.26 0.57 42.1 42.1 3.48 0.45 1.76


305 04213040 A 2.53 56.77 6.27 1.87 2.66 2.87 822 1.73 0.61 40.5 40.5 3.31 1.27 3.59


aValues shown have not been adjusted for any post-regulation increase in the percentage of open water.


Table 5. Selected basin characteristics of streamflow-gaging stations—Continued
[Bold station numbers indicate peak streamflows at this station presently (2003) are considered regulated. Station names and locations are given in table 4. A
slope; W, percentage of the basin area classified in the National Land Cover Dataset as the sum of water and wetlands; CF2, CF25, CF100, climate factors w
respectively; MBE, mean basin elevation; CR, circularity ratio; DD, drainage density; MAPc, mean annual precipitation at basin centroid; MAPm, mean ann
average maximum overland slope of land surface in basin; Water, Developed, Barren, ForestUp, HerbNat, HerbCult, Wetland, percentages of basin area clas
developed, barren, forested uplands, herbaceous upland natural, and herbaceous planted/cultivated, respectively; nd, not determined; ft, feet; ft/mi, feet per m
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APPENDIX A—STATISTICAL  
TECHNIQUES FOR DETERMINING CONFI-
DENCE INTERVALS AND TESTING FOR 
EXTRAPOLATION


The linear model relating basin characteristics to t-year peak 
flows can be written in matrix form as:


Y=XB


where


Y is a column vector of logarithms of the n observed 
peak discharges,


X is a (n by p) matrix of consisting of p-1 basin char-
acteristics augmented by a column of ones in the 
first column, and


B is a column vector of p regression coefficients.


For example, the matrix form of the simple equation for the 
2-year peak discharge (Q2) is


where


Q2,i is the observed 2-year peak discharge for the ith 
gage site;


DAi is the drainage area for the ith site;
R1i equals 1 if site is in region C, otherwise 0; and
R2i equals 1 if site is in region A, otherwise 0.


The mean square sampling error for an ungaged site 
(MSEs,0) with basin characteristics given by the row vector


,


is calculated as


, (1A)


where  is the (n by n) covariance matrix associated with Y. 
The off-diagonal elements of  are the sample covariance of 
the estimated t-year peaks at sites i and j. The diagonal ele-
ments of  are the sums of model error variance, , and the 


time-sampling error for each site. Appendix tables 1A and 
2A list the (p by p) matrices  for the simple- 
and full-model equations, respectively, and appendix table 
3A lists the model error variances for both models. The mean 
square error of a prediction (MSEp), in base-10 logarithmic 
units, at a specific ungaged site can be estimated as


. (2A)


With MSEp,0 known, the standard error of prediction, in per-
cent, can be calculated as


. (3A)


Confidence limits for a predicted peak discharge, , 
can be calculated as


 and , (4A)


where  and  are the upper and lower confidence limits, 
respectively, for the prediction, and


, (5A)


where
is Student’s t with a specified alpha ( ) 


level and n-p degrees of freedom.


The applicability of the regression equations pre-
sented in this report is unknown when the basin-characteris-
tic values associated with an ungaged site are outside a space 
defined by the basin characteristics of the calibration data 
set. This space, called a regressor variable hull (RVH), con-
tains as many dimensions as there are regressor (explana-
tory) variables in the regression equation (Montgomery and 
Peck, 1982). When points defined by the basin characteris-
tics of the ungaged site lie within or on the boundary of the 
RVH, then the estimation generally can be determined by 
interpolation. If the point lies outside of the RVH, then esti-
mation will require extrapolation, which may lead to poor 
performance of the regression equation. 
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Table 1A. Matrix  for the simple equations in table 1
[Numbers are in scientific notation. Order of variables in matrix  
is constant, DA, R1, R2]


2-year recurrence interval


1.16710E-03 -2.31670E-04 -5.30300E-04 -5.01710E-04


-2.31670E-04 1.03160E-04 1.74400E-05 1.30820E-05


-5.30300E-04 1.74400E-05 1.71270E-03 5.12540E-04


-5.01710E-04 1.30820E-05 5.12540E-04 6.56310E-04


5-year recurrence interval


1.17960E-03 -2.34730E-04 -5.33260E-04 -4.88860E-04


-2.34730E-04 1.04780E-04 1.63510E-05 9.40110E-06


-5.33260E-04 1.63510E-05 1.78330E-03 5.24120E-04


-4.88860E-04 9.40110E-06 5.24120E-04 6.71170E-04


10-year recurrence interval


1.28500E-03 -2.55830E-04 -5.82840E-04 -5.24160E-04


-2.55830E-04 1.13710E-04 1.79100E-05 9.04120E-06


-5.82840E-04 1.79100E-05 1.97620E-03 5.74110E-04


-5.24160E-04 9.04120E-06 5.74110E-04 7.32470E-04


25-year recurrence interval


1.46910E-03 -2.92510E-04 -6.69420E-04 -5.91950E-04


-2.92510E-04 1.29290E-04 2.08500E-05 9.67320E-06


-6.69420E-04 2.08500E-05 2.29640E-03 6.59040E-04


-5.91950E-04 9.67320E-06 6.59040E-04 8.37500E-04


50-year recurrence interval


1.62750E-03 -3.24120E-04 -7.44240E-04 -6.52590E-04


-3.24120E-04 1.42860E-04 2.34350E-05 1.05400E-05


-7.44240E-04 2.34350E-05 2.56860E-03 7.31950E-04


-6.52590E-04 1.05400E-05 7.31950E-04 9.28360E-04


100-year recurrence interval


1.79710E-03 -3.58020E-04 -8.24900E-04 -7.18950E-04


-3.58020E-04 1.57550E-04 2.62470E-05 1.15790E-05


-8.24900E-04 2.62470E-05 2.86010E-03 8.10390E-04


-7.18950E-04 1.15790E-05 8.10390E-04 1.02670E-03


500-year recurrence interval


2.22320E-03 -4.43540E-04 -1.03090E-03 -8.90890E-04


-4.43540E-04 1.95290E-04 3.35310E-05 1.43470E-05


-1.03090E-03 3.35310E-05 3.59990E-03 1.01060E-03


-8.90890E-04 1.43470E-05 1.01060E-03 1.28010E-03


XTΛ 1– X{ } 1–
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Table 2A. Matrix  for the full-model equations in table 2 
[Numbers are in scientific notation. Order of variables in matrix is the constant, DA, R1, R2,SL, W]


2-year recurrence interval


4.54790E-03 -8.99300E-04 3.11990E-05 3.80580E-05 -2.05630E-03 -7.11670E-04


-8.99300E-04 2.44190E-04 -1.17110E-04 -9.49400E-05 4.38970E-04 5.18860E-06


3.11990E-05 -1.17110E-04 1.62520E-03 5.36590E-04 -3.56110E-04 1.78840E-04


3.80580E-05 -9.49400E-05 5.36590E-04 6.36160E-04 -3.02170E-04 1.24250E-05


-2.05630E-03 4.38970E-04 -3.56110E-04 -3.02170E-04 1.27400E-03 1.62770E-04


-7.11670E-04 5.18860E-06 1.78840E-04 1.24250E-05 1.62770E-04 1.20510E-03


5-year recurrence interval


4.20270E-03 -8.23370E-04 3.66640E-05 3.78010E-05 -1.89990E-03 -6.63320E-04


-8.23370E-04 2.23900E-04 -1.10060E-04 -8.72510E-05 4.02240E-04 1.41760E-06


3.66640E-05 -1.10060E-04 1.58090E-03 5.07680E-04 -3.40240E-04 1.57760E-04


3.78010E-05 -8.72510E-05 5.07680E-04 6.00110E-04 -2.76250E-04 3.47630E-06


-1.89990E-03 4.02240E-04 -3.40240E-04 -2.76250E-04 1.19410E-03 1.47170E-04


-6.63320E-04 1.41760E-06 1.57760E-04 3.47630E-06 1.47170E-04 1.15070E-03


10-year recurrence interval


4.41680E-03 -8.58800E-04 3.01230E-05 2.85370E-05 -1.99220E-03 -6.99520E-04


-8.58800E-04 2.33230E-04 -1.14260E-04 -8.87350E-05 4.18580E-04 -7.30140E-07


3.01230E-05 -1.14260E-04 1.71770E-03 5.40890E-04 -3.58700E-04 1.62610E-04


2.85370E-05 -8.87350E-05 5.40890E-04 6.37140E-04 -2.83340E-04 1.00360E-06


-1.99220E-03 4.18580E-04 -3.58700E-04 -2.83340E-04 1.25830E-03 1.52710E-04


-6.99520E-04 -7.30140E-07 1.62610E-04 1.00360E-06 1.52710E-04 1.22810E-03


25-year recurrence interval


4.93700E-03 -9.53190E-04 1.99710E-05 1.57460E-05 -2.22020E-03 -7.84350E-04


-9.53190E-04 2.58620E-04 -1.25650E-04 -9.54670E-05 4.63140E-04 -3.51180E-06


1.99710E-05 -1.25650E-04 1.98380E-03 6.12930E-04 -4.00270E-04 1.79840E-04


1.57460E-05 -9.54670E-05 6.12930E-04 7.19800E-04 -3.08460E-04 -2.15280E-07


-2.22020E-03 4.63140E-04 -4.00270E-04 -3.08460E-04 1.40680E-03 1.68710E-04


-7.84350E-04 -3.51180E-06 1.79840E-04 -2.15280E-07 1.68710E-04 1.39280E-03


XTΛ 1– X{ } 1–
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50-year recurrence interval


5.43670E-03 -1.04610E-03 1.31300E-05 7.16140E-06 -2.44160E-03 -8.65090E-04


-1.04610E-03 2.83820E-04 -1.37180E-04 -1.03000E-04 5.07490E-04 -5.71520E-06


1.31300E-05 -1.37180E-04 2.22420E-03 6.80410E-04 -4.40410E-04 1.97670E-04


7.16140E-06 -1.03000E-04 6.80410E-04 7.98080E-04 -3.35190E-04 -5.69570E-07


-2.44160E-03 5.07490E-04 -4.40410E-04 -3.35190E-04 1.54920E-03 1.84710E-04


-8.65090E-04 -5.71520E-06 1.97670E-04 -5.69570E-07 1.84710E-04 1.54680E-03


100-year recurrence interval


6.00170E-03 -1.15230E-03 7.50220E-06 -1.58710E-07 -2.69420E-03 -9.55990E-04


-1.15230E-03 3.12760E-04 -1.50650E-04 -1.12160E-04 5.58630E-04 -8.06540E-06


7.50220E-06 -1.50650E-04 2.48950E-03 7.56080E-04 -4.86400E-04 2.18440E-04


-1.58710E-07 -1.12160E-04 7.56080E-04 8.86420E-04 -3.66960E-04 -7.78340E-07


-2.69420E-03 5.58630E-04 -4.86400E-04 -3.66960E-04 1.71120E-03 2.03110E-04


-9.55990E-04 -8.06540E-06 2.18440E-04 -7.78340E-07 2.03110E-04 1.71980E-03


500-year recurrence interval


7.51510E-03 -1.44000E-03 -1.60590E-07 -1.18110E-05 -3.38080E-03 -1.19830E-03


-1.44000E-03 3.91660E-04 -1.88220E-04 -1.38730E-04 6.99030E-04 -1.42530E-05


-1.60590E-07 -1.88220E-04 3.18480E-03 9.57620E-04 -6.12600E-04 2.75900E-04


-1.18110E-05 -1.38730E-04 9.57620E-04 1.12350E-03 -4.56960E-04 -1.29600E-06


-3.38080E-03 6.99030E-04 -6.12600E-04 -4.56960E-04 2.15090E-03 2.53290E-04


-1.19830E-03 -1.42530E-05 2.75900E-04 -1.29600E-06 2.53290E-04 2.18280E-03


Table 2A. Matrix  for the full-model equations in table 2—Continued
[Numbers are in scientific notation. Order of variables in matrix is the constant, DA, R1, R2,SL, W]


XTΛ 1– X{ } 1–


Table 3A. Model error variances and maximum mean-square sampling errors for  
regression models


Recurrence 
interval
(years)


Model error variance ( ) 
for indicated model


Maximum mean-square
 sampling error (MSEs) for 


indicated model


Simple Full Simple Full


2 0.02684 0.02256 0.00211 0.00241


5 .02590 .01944 .00222 .00235


10 .02664 .01925 .00242 .00253


25 .02854 .02019 .00280 .00288


50 .03047 .02148 .00312 .00319


100 .03272 .02314 .00346 .00354


500 .03906 .02816 .00433 .00445


γ2
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Tests for extrapolation can be performed by compar-
ing the basin-characteristic values of the ungaged site to the 
ranges of values observed in the calibration data set for the 
appropriate region (table 3, in the body of this report). In 
addition, one can test for extrapolation by computing the 
mean-square sampling error for the ungaged site (MSEs,0), as 
described earlier in the appendix, and comparing it to the 
maximum mean-square sampling error (appendix table 3A) 
of the calibration data set for the appropriate model and 
recurrence interval. If one or more basin characteristic val-
ues lies outside of the range of values of the calibration data 
set, or if the mean-square sampling error for the ungaged site 
is larger than the maximum mean square sampling error of 
the calibration data set, then the estimate is an extrapolation.


REFERENCES
Montgomery, D.C., and Peck, E.A., 1982, Introduction to 


linear regression analysis: New York, Wiley, 504 p.
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APPENDIX B—BASIN CHARACTERISTICS 
TESTED AS POTENTIAL REGRESSOR 
VARIABLES


DA, drainage area (square miles)—the area, measured 
from a USGS 7.5 minute topographic map, in a horizontal 
plane, that is contained within the topographic divide for a 
specified location on a stream. The use of GIS data layers to 
determine drainage area is not precluded in areas where data 
quality and drainage-area determination methods yield accu-
rate results that are comparable to map-based determina-
tions.


SL, main channel slope (feet per mile)—the differ-
ence in elevation, in ft, between values assigned to digital 
elevation model (DEM) grid cells collocated with the 
upstream and downstream end points of the main channel, as 
identified from the National Hydrography data set (NHD) 
(U.S. Geological Survey, 1999a), divided by the centerline 
length of the main channel, in miles. The main channel is 
identified in the NHD by an attribute, called level, that rep-
resents the main path of water flow through a drainage net-
work. Stream reaches contained within the basin boundary 
that are assigned the lowest value of the level attribute com-
pose the main channel. Because of limited resolution of the 
1:100,000 scale NHD stream coverage, it was not possible to 
determine the main-channel slope for some small basins 
(usually with drainage areas less than about 1 mi2) by appli-
cation of the technique described above. In those instances, 
main-channel slope was determined instead by computing 
the difference in elevation at points 10 and 85 percent of the 
distance along the main channel from the point of interest to 
the basin divide (as shown on USGS 7.5 minute topographic 
maps), divided by the channel distance between the two 
points. A regression analysis of main-channel slopes deter-
mined for basins with drainage areas less than or equal to 
5 mi2 by means of the map-based 10-85 method and by 
means of the GIS technique (where a GIS determination was 
possible) indicated that the slopes were comparable. A no-
intercept regression model relating the 10-85 main-channel 
slope to the GIS-based main-channel slope yielded the fol-
lowing equation with a redefined adjusted R2 value of 0.95 
and a standard error of estimate of 20.1 ft/mi:


(1B)


where:


SLg is the GIS-based slope (ft/mi), and
SL10-85 is the map-based 10-85 slope (ft/mi).


Based on equation 1B, it appears likely that main-channel 
slopes determined by means of the map-based 10-85 method 
can be used with minimal error as a substitute for the GIS-
based slopes for basins with drainage areas less than or equal 


to 5 mi2. It is recommended that this substitution be done 
only in those cases where no NHD stream centerlines are 
contained in the basin.


W, percentage of the basin classified as water and wet-
lands1 (percent)—determined by (1) summing the areas of 
the 1992 National Land Cover data set (NLCD) grid cells 
(U.S. Geological Survey, 2000) contained within the basin 
boundary that are classified as open water, woody wetlands, 
or emergent herbaceous wetlands (land-cover class codes 11, 
91, and 92, respectively), (2) dividing by the area of the 
basin, and then (3) multiplying by 100.


CF2, CF25, and CF100, Climate factors with recur-
rence intervals of 2, 25, and 100 years, respectively (dimen-
sionless)— Introduced by Lichty and Liscum (1978) and 
further refined by Lichty and Karlinger (1990). Integrates 
long-term rainfall and pan evaporation information, and, 
according to Lichty and Karlinger (1990), delineates 
regional trends in small-basin flood frequency. Computed 
for each basin by means of a computer algorithm that inter-
polates the climate factor at the latitude and longitude of the 
basin centroid from gridded representations of climate factor 
isoline maps presented by Lichty and Karlinger (1990).


MBE, mean basin elevation (feet)—determined as the 
average of elevations associated with digital elevation model 
(DEM) grid cells in the National Elevation data set (U.S. 
Geological Survey, 1999b) that are contained within the 
basin boundary. The vertical datum for MBE is the North 
American Vertical Datum of 1988 (NAVD 88).


CR, circularity ratio (dimensionless)—a measure of 
basin shape (circular versus elongated); determined as


, (2B)


where
P is the perimeter of the basin, in miles, and


DA is the drainage area. in square miles.


SLg 1.002SL10 85–=
1The 1992 NLCD data reflect land cover characteristics dur-


ing the early 1990’s. Some of the gaging stations whose data were 
used in this study are located on streams that are presently regu-
lated. In many cases, the regulation resulted from completion of 
one or more in-channel reservoirs. To better reflect land cover con-
ditions during the unregulated period associated with the data used 
in this analysis, water areas used to compute W were reduced by 
the surface areas of in-channel reservoirs whose construction 
resulted in the regulated designation for streamflow at a gaging 
station, as well as all upstream in-channel reservoirs built thereaf-
ter.


CR P 4πDA( )


1
2
---


⁄=
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DD, drainage density (1/miles)— ratio of the total 
length of streams within the basin boundary, as determined 
from the National Hydrography data set (U.S. Geological 
Survey, 1999a), to the drainage area (DA). 


MAPc, mean annual precipitation at the basin centroid 
(inches)—the value assigned to the mean annual precipita-
tion grid cell from the Parameter-elevation Regressions on 
Independent Slopes Model (PRISM) data set (Daly and oth-
ers, 1994) that is collocated with the basin centroid.


MAPm, mean annual precipitation averaged over the 
basin area (inches)—determined by averaging values 
assigned to the mean annual precipitation grid cells from the 
PRISM data set (Daly and others, 1994) that are located 
within the basin boundary.


AOS, average maximum overland slope of the land 
surface (percent)—determined as the average value associ-
ated with grid cells contained within the basin boundary that 
are assigned the maximum rate of change in elevation, in 
percent, relative to adjacent grid cells. The maximum rate of 
change assignment was made by means of the SLOPE com-
mand in ArcGrid using the PERCENTRISE option to select 
output in percent.


Water, percentage of the basin classified as water 
(percent)—determined by (1) summing the areas of the 1992 
NLCD grid cells (U.S. Geological Survey, 2000) contained 
within the basin boundary that are classified as open water 
(land-cover class code 11), (2) dividing by the area of the 
basin, and then (3) multiplying by 100.


Developed, percentage of the basin classified as 
developed (percent)—determined by (1) summing the areas 
of the 1992 NLCD grid cells (U.S. Geological Survey, 2000) 
contained within the basin boundary that are classified as 
low- or high-intensity residential, or commercial/indus-
trial/transportation (land-cover class codes 21, 22, and 23, 
respectively), (2) dividing by the area of the basin, and then 
(3) multiplying by 100.


Barren, percentage of the basin classified as barren 
(percent)—determined by (1) summing the areas of the 1992 
NLCD grid cells (U.S. Geological Survey, 2000) contained 
within the basin boundary that are classified as bare 
rock/sand/clay, quarries/strip mines/gravel pits, or transi-
tional (land cover class codes 31, 32, and 33, respectively), 
(2) dividing by the area of the basin, and then (3) multiplying 
by 100.


ForestUp, percentage of the basin classified as for-
ested upland (percent)—determined by (1) summing the 
areas of the 1992 NLCD grid cells (U.S. Geological Survey, 
2000) contained within the basin boundary that are classified 


as deciduous forest, evergreen forest, or mixed forest (land 
cover class codes 41, 42, and 43, respectively), (2) dividing 
by the area of the basin, and then (3) multiplying by 100.


HerbNat, percentage of the basin classified as herba-
ceous upland natural/semi-natural vegetation (per-
cent)—determined by (1) summing the areas of the 1992 
NLCD grid cells (U.S. Geological Survey, 2000) contained 
within the basin boundary that are classified as grass-
lands/herbaceous (land-cover class code 71), (2) dividing by 
the area of the basin, and then (3) multiplying by 100.


HerbCult, percentage of the basin classified as herba-
ceous planted/cultivated (percent)—determined by (1) sum-
ming the areas of the 1992 NLCD grid cells (U.S. Geological 
Survey, 2000) contained within the basin boundary that are 
classified as pasture/hay, row crops, small grains, fallow, or 
urban/recreational grasses (land cover class codes 81-85, 
respectively), (2) dividing by the area of the basin, and then 
(3) multiplying by 100.


Wetland, percentage of the basin classified as wetland 
(percent)—determined by (1) summing the areas of the 1992 
NLCD grid cells (U.S. Geological Survey, 2000) contained 
within the basin boundary that are classified as woody wet-
lands or emergent herbaceous wetlands (land-cover class 
codes 91and 92, respectively), (2) dividing by the area of the 
basin, and then (3) multiplying by 100.
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Introduction to NHDPlus 
 
NHDPlus is an integrated suite of application-ready geospatial data products, incorporating many 
of the best features of the National Hydrography Dataset (NHD), the National Elevation Dataset 
(NED), and the National Watershed Boundary Dataset (WBD).  NHDPlus includes a stream 
network based on the medium resolution NHD (1:100,000-scale), improved networking, feature 
naming, and “value-added attributes” (VAA). NHDPlus also includes elevation-derived 
catchments produced using a drainage enforcement technique first broadly applied in New 
England, and thus dubbed “The New-England Method.” This technique involves enforcing the 
1:100,000-scale NHD drainage network by modifying the NED elevations to fit with the network 
via trenching and using the WBD to enforce hydrologic divides, and applying sinks in non-
contributing areas1. The resulting modified digital elevation model (DEM) was used to produce 
hydrologic derivatives that closely agree with the NHD and WBD.  
 
The VAAs include greatly enhanced capabilities for upstream and downstream navigation, 
analysis, and modeling. Examples include rapidly retrieving all NHDFlowline features and 
catchments upstream of a given NHDFlowline feature, using structured queries rather than 
slower traditional flowline-by-flowline navigation; subsetting a stream level path sorted in 
hydrologic order for stream profile mapping, analysis, and plotting; and calculating cumulative 
catchment attributes using streamlined VAA hydrologic sequence routing attributes. VAA-based 
routing techniques were used to produce the NHDPlus attributes such as cumulative drainage 
areas, temperature, and precipitation distributions. These cumulative attributes are used to 
estimate the NHDPlus mean annual and mean monthly flow estimates and velocities. 
 
NHDPlus is built from static copies of the medium resolution (1:100,000-scale or better) NHD, 
the 30 meter NED, and the WBD.  These three data sets are constantly changing, therefore the 
snapshots of NHD, NED and WBD that are used to build NHDPlus are included in the NHDPlus 
data.  Unlike NED and WBD, the NHD is extensively improved by the NHDPlus team during 
the NHDPlus build process. While these updates eventually make their way back to the central 
USGS NHD central repository, this does not happen prior to distribution of NHDPlus, in part, 
due to the need to release the NHDPlus as soon as possible.  The NHD, NED and WBD 
snapshots, included with NHDPlus, may not be updated by users with the intent of sending 
updates back to these national databases.   EPA is the steward for the medium resolution NHD 
and updates to this data may be sent to EPA.  Updates to NED and WBD should be directed to 
the respective national stewardship programs sponsored by USGS. 
 
NHDPlusV2 benefits from over six years of NHDPlusV1 use.  Feedback and updates provided 
by a diverse and engaged NHDPlusV1 user community contributed to many of the 
improvements found in NHDPlusV2.  As a result, NHDPlusV2 is a more robust and 
sophisticated suite of geospatial products.  Users are encouraged to first familiarize themselves 
with NHDPlusV2 through this guide, other user documentation and training materials, and 
consultation with other NHDPlus users.  We welcome descriptions of your applications that 
                                                 
1 An interdisciplinary team from the U.S. Geological Survey (USGS) and the U.S. Environmental Protection Agency 
(EPA) found this method to produce the best-quality agreement among the ingredient datasets among the various 
methods tested.  http://pubs.usgs.gov/sir/2009/5233/ 
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might be shared with this growing user community through the NHDPlus web site.  The 
NHDPlus team is always available to discuss your application ideas and questions. 
 
Additional information, tools, exercises, training opportunities, news, and the latest NHDPlus 
data can be found at http://www.epa.gov/waters. 
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NHDPlus Version 1 (NHDPlusV1) 
 
NHDPlusV1 was released in 2006 and for six years acquired a large and diverse user 
community.  Many applications have been developed around the unique characteristics of 
NHDPlusV1 and some of these applications are highlighted on the NHDPlus web page.   The 
NHDPlusV1 data, documentation, and training materials continue to be available in the 
“NHDPlusV1 Archive” section of the NHDPlus web page.   
 
The remainder of this document is dedicated to NHDPlus Version 2 (NHDPlusV2).  For 
additional information about NHDPlusV1, see the “NHDPlus Version 1 User Guide” located in 
the “NHDPlusV1 Archive” section of the NHDPlus web site. 
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Overview of NHDPlus Version 2 (NHDPlusV2) 
 
During 2010 and 2011, the NHDPlus team re-engineered the NHDPlus Build/Refresh Tools in 
preparation for the creation of the NHDPlusV2 dataset.  The four primary goals of the NHDPlus 
Build/Refresh Tools are (1) to enable the refreshing of NHDPlus as the input datasets are 
improved, (2) to provide a refresh capability that is timely and cost-effective so that NHDPlus 
can be refreshed more often, (3) to improve the NHDPlus components through the use of more 
sophisticated techniques for hydro-enforcement and flow estimation, and (4) to enable the 
building of NHDPlusV2 from more detailed input datasets, such as high resolution NHD and 10 
meter NED.   
 
In conjunction with the development of the NHDPlus Build/Refresh Tools, the NHDPlusV1 data 
model was enhanced to create the NHDPlusV2 data model.  The new data model reflects 
improvements identified since 2006 from NHDPlusV1 application development activities by the 
growing NHDPlus user community.   The first major change in NHDPlusV2 data model is the 
division of the NHDPlus data structure into “core” components and “extended” components.  
The concept is to create a set of “core” data components that are the direct results of integrating 
the three primary source datasets:  the National Hydrography Dataset (NHD), the National 
Elevation Dataset (NED), and the Watershed Boundary Dataset (WBD).  All other components 
of NHDPlusV1 and some new NHDPlusV2 components are the result of extending the primary 
source dataset integration and are classified as “extended” components in the new data model 
(e.g. flow estimates, catchment attributes, and accumulated attributes).   It is envisioned that 
additional NHDPlusV2 “extended” components will continue to be built in the future by the 
NHDPlus team and user community. 
 
This document is intended to provide users with an understanding of the format and content of 
NHDPlusV2, how it was built, and how to use the data. 
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Highlights of How NHDPlusV2 Differs from NHDPlusV1 
 
Many improvements have been incorporated into NHDPlusV2.  These improvements include 
better input source data, better procedures for building NHDPlusV2 and additional components 
to enhance the application and utility of NHDPlusV2.  Details about the NHDPlusV2 
improvements are discussed throughout this guide, especially in Appendix A where the 
NHDPlusV2 build process is described.  The process used to produce NHDPlusV2 catchments 
refined and improved upon the basic process used for NHDPlusV1 catchments1. 
 
Improved NHD Data – Like NHDPlusV1, NHDPlusV2 uses the medium resolution NHD 
(1:100,000-scale) data from the USGS NHD database (http://nhd.usgs.gov/).   Extensive updates 
were made to the NHD data in preparation for building NHDPlusV1 and those updates were 
returned to USGS for processing into the NHD database between January 2006 and December 
2009.  In April 2010, the NHD data was again extracted from the NHD database to begin the 
edits that were made in preparation for building NHDPlusV2.  These edits included the 
connection of thousands of isolated networks that existed in the NHDPlusV1. In addition, other 
NHD edits included correcting flow routing and coordinate ordering issues and adding spatial 
detail to the network using high resolution NHD and imagery. Many of these edits required 
changes and additions to the NHD geometry. The following types of edits were performed to 
improve the NHD snapshot used for NHDPlusV2: 
 


� Isolated networks connected using geometry from the high resolution NHD data 
or features digitized from imagery, 


� Detail added to the NHD network using geometry from the high resolution NHD 
data or features digitized from imagery, 


� Stream and waterbody names added,  
� Name placements corrected, 
� Lake features added, 
� Lakes split by quad map lines merged, 
� Real sinks (non-contributing areas and networks that drain into the ground) 


identified, 
� Duplicate geometry removed, 
� Small network gaps closed, 
� Great Lakes drainage connected, and 
� ReachCodes migrated to agree with the February 2012 WBD. 
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Improved WBD Data – Using WBD boundaries to create walls as part of the hydro-
enforcement during NHDPlusV1 processing was shown to greatly improve catchment 
delineations, especially in flat terrain1.   As shown in Figure 1, NHDPlusV1 used WBD (circa 
2005) boundaries for ten states and Puerto Rico that were certified as complete at that time. 
 


 
Figure 1:  2005 Watershed Boundary Dataset 


NHDPlusV2 has incorporated the now-completed WBD for the conterminous U.S. (Figure 2).  
New information included with the WBD on closed basin systems was also utilized in 
NHDPlusV2 as an aid in placement of sinks (see Appendix A, Steps 16, 17, and 18 for a 
description of the use of sinks in NHDPlusV2.). 
 


 
Figure 2:  2012 Watershed Boundary Dataset 


 
Improved NED Data - NHDPlusV2 has incorporated updated elevation data from the National 
Elevation Dataset (NED).  The NED is updated with higher resolution data as the data are 
collected. The higher-resolution NED data are used to update the other NED layers of a lesser 
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resolution as well. For instance, when new 10-m DEMs are produced, the 10-m NED is updated 
to include these areas and the 1-arc-second NED (approximately 30-m) is updated by resampling 
the new 10-m data.  
 
NHDPlusV1 used a NED snapshot from June 2004 (Figure 3). 
 


 
Figure 3:  June 2004 NED Resolutions 


 
NHDPlusV2 used the best-available snapshots released by USGS during the production period.  
These NED snapshots were published from August 2010 to December 2011. 
 


 
Figure 4a:  December 2011 NED Resolutions 
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Differences between NHDPlusV1 and V2 Processing Units 
 
In NHDPlusV1, the processing units were referred to as “Hydrologic Region” for vector data 
(even though hydrologic region 10 was split into two pieces) and “Production Unit” for raster 
data.  In NHDPlusV2, the processing units are referred to as “Vector Processing Unit (VPU)” for 
vector data and “Raster Processing Unit (RPU)” for raster data.  The change to VPU and RPU 
was made to introduce flexibility into the size of units that were processed.  This will be 
especially important when processing higher resolution NHDPlus in the future. 
 
The actual geographic extent of the vector processing units is very similar, though not identical, 
between NHDPlusV1 and V2.  The NHDPlusV2 Vector Processing Units (VPUs) are different 
from V1 in five areas:  (1) the division of hydrologic region 10 into 10U and 10L has changed, 
(2) hydrologic region 03 was one piece in V1 and is three pieces (03N, 03S, and 03W) in V2, (3) 
the HUC4 0318 (the Pearl River) is incorporated into VPU 08 in the Mississippi drainage where 
it belongs hydrologically, (4) VPUs 01, 02, 04, 09, 10U, and 17 extend into Canada and (5) 
VPUs 13, 15, and 18 extend into Mexico. 
  
While the names of the V2 RPUs are mostly the same as the V1 Production Units, the extents of 
the RPUs reflect many changes as follows: 


• RPUs now extend into more international areas to include contributing drainage areas 
from Canada or Mexico. 


• RPU boundary configurations have changed in V2 as a result of eliminating former Arc 
Workstation Grid size constraints.  


• In V2, RPUs are created by combining whole HUC4 drainages. This was not always the 
case in V1 Production Units configurations. 


• A V2 RPU and a V1 Production Unit of the same name are not always the same extent.   
 


Figure 4b illustrates the V1 and V2 processing units. 
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Figure 4b:  NHDPlusV1 versus V2 Processing Units  







16 
 


Incorporation of Canadian Data - On the Canadian side of shared international drainages, 
NHDPlusV2 processing combined the Canadian DEMs with the NED and the Canadian digital 
drainage divides with the WBD.  These additions enhanced the catchment delineations in Canada 
and thereby the drainage areas that flow into the U.S.  This was not done in NHDPlusV1.  In 
addition, Canadian 1:50,000-scale National Hydrographic Network (NHN) stream data has been 
incorporated into the high resolution NHD for many hydrologic units that straddle the 
international border. These high resolution NHD lines along with additional lines from the 
Canadian NHN, were selectively incorporated into the hydro-enforcement processing as "burn 
lines" to further improve the catchment delineations in Canada.  Additionally, precipitation, 
temperature, and runoff grids provided by the Canadian Forest Service (McKenney and others, 
2006) were used to develop runoff estimates for Canadian drainage areas.  
  
Incorporation of Mexican Data – The 1-arc-second NED data, used for NHDPlusV2 
processing, includes elevation data from Mexico. Additionally, hydrography data from Mexico 
has been incorporated into the high resolution NHD for hydrologic units that straddle the 
international border. These data were used selectively as “burn lines” in the hydro-enforcement 
processing to improve the accuracy of the catchment delineations in Mexico.  In addition, 
precipitation, temperature, and runoff grids provided by the Canadian Forest Service (McKenney 
and others, 2006) were used to develop runoff estimates for Mexican drainage areas. 
 
Improved Flow Estimates – The Enhanced Runoff Method (EROM) provides mean annual 
stream flow and velocity estimates for all networked flowlines (stream segments) in NHDPlus 
V2. EROM also has the capability for performing mean monthly (MM) flow and velocity 
estimates. The MM flows were not included in the initial release because of QA issues. These 
QA issues have been addressed and now the MM flows are available for distribution.  The 
sections on EROM and EROMQA in Appendix A have also been updated, and users are 
encouraged to review these updated sections. 
 
The Enhanced Unit Runoff Method (EROM), used to estimate streamflows in NHDPlusV2, 
incorporates several improvements to the original Unit Runoff Method (UROM) used in 
NHDPlusV1.  NHDPlusV1 estimated a unit runoff (cfs/km2) for each catchment and 
conservatively routed and accumulated these incremental flows down the network.  Many 
enhancements have been made in the NHDPlusV2 EROM flow method as reflected in the new 
6-step flow estimation process: 
 


1. Unit runoff is computed from a runoff grid produced from a flow balance model.  The 
900-m runoff grid is at a much finer resolution than the 8-digit Hydrologic Unit (HUC8) 
runoff values used in NHDPlusV1.  
 


2. A “losing streams” methodology is incorporated that estimates stream flow losses that 
can occur due to excessive evapotranspiration in the stream channels. 


 
3. A log-log regression step using “Reference” gages provides a further adjustment to the 


flow estimates. Reference gages (Falcone, et. al.) are those gages determined to be 
largely unaffected by human activities.  The regression-adjusted flows should be 
considered the “best” NHDPlusV2 estimates of “natural” flow. 
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4. A new table in NHDPlusV2, PlusFlowAR, provides a means to account for flow 


transfers, withdrawals, and augmentation. 
 


5. A gage adjustment component adjusts flows upstream of gages based on the flow 
measurements at the gage locations. This step performs the flow adjustments for all gages 
that meet criteria as explained in the details on this step later in this section. The gage 
adjustment causes the flow estimates to match the gage-ed flow at the gage locations.  
Prorated adjustments are also made to the incremental catchments flow estimates 
upstream of the gages.  After the upstream adjustments have been made, catchment 
incremental flows are accumulated down the network thereby making necessary 
adjustments to the flows below gages.  The gage-adjusted flow estimates should be 
considered the “best” NHDPlusV2 flow estimates for use in models and analyses. 
 


6. The gage adjustment, performed in step 5, forces the NHDPlusV2 flow estimates to 
match the gaged-flows at the gage locations.  Gaged-flow can not be used to perform QA 
on the results of step 5.  This sixth step, called “gage-sequestration”, is designed to 
measure how well the step 5 gage adjustment has performed in estimating flows through 
out the network.  First, a proportion of the gages (typically 20%) are randomly selected 
and set aside (sequestered).   The remaining gages are used to perform a gage adjustment 
identical to step 5.  Finally, the sequestered gages are used to QA the results of the gage 
adjustment.  These QA results can be viewed as the QA of the flow estimates produced in 
step 5. 


 
Unlike NHDPlusV1, NHDPlusV2 contains statical QA measures of the flow estimates.  These 
QA statistics are included with the NHDPlusV2 data and provide a comprehensive assessment of 
the quality of the flow estimates. 
 
Improved Waterbody Enforcement – In NHDPlusV2, enhancements were made to the hydro-
enforcement process performed on lakes/ponds and river area features. The NHDPlusV1 process 
did not always accurately represent isolated lakes/ponds (i.e. lakes/ponds not connected to any 
NHDFlowline feature).  As a result, in NHDPlusV1, it is not uncommon to observe catchment 
boundaries that split isolated lakes.  In NHDPlusV2, significant efforts were made to reduce this 
anomaly.  
 
Improved Sinks - NHDPlusV2 has the capability of representing non-contributing areas that the 
NHDFlowline features do not represent.  Sinks, which are point features found in the new Sink 
feature class, are used to insert a NoData cell into the hydro-enforced DEM.  The areas around 
the sink points drain to the sinks.  During the hydro-enforcement fill process, areas that drain to 
sinks do not fillup and spill into down-gradient areas.   
 
Sinks are used to represent the terminal ends of NHDFlowline isolated stream networks and 
waterbody features (lake/pond and playa) that are identified as "closed" (i.e. with no 
NHDFlowline outlet).  For sinks representing waterbodies, a bathymetric gradient is applied 
during hydro-enforcement which forces cells within the waterbody to slope toward the sink.  
Sinks are also used to represent WBD HUC12 units that are attributed as “closed basins”.  Sinks 
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within a WBD closed basin can represent one or a combination of sink sources.   As a result of 
these changes, there are many more sinks in NHDPlusV2 than there were in NHDPlusV1. 
 
In NHDPlusV1, the ends of isolated networks had sinks only if the network was in a HUC8 
classified as a closed basin and also as an arid area (mean annual precipitation less than 14 
inches).  In NHDPlusV1, the ends of isolated networks that were not given sinks would “fill and 
spill” in the hydro-enforced DEM draining to down-gradient areas.  This created a disagreement 
between the NHDPlusV1 vector and raster data.  The vector data contained isolated networks, 
while the raster data (flow direction and flow accumulation grids) connected the drainage areas 
of the isolated networks to down-gradient drainage areas. 
 
In NHDPlusV2, the additional sinks improve the flow direction and flow accumulation grids, 
which now drain into the sink at the end of each isolated network, resulting in the raster 
representation of flow being isolated, as shown in the vector network.   
 
Improved Trimming of Streams - In NHDPlusV1 data, headwater streams were trimmed by a 
small distance to account for the buffer around flowlines that was burned in the DEM.  In 
NHDPlusV2, headwater flowlines were trimmed to reduce the possibility that WBD drainage 
boundaries would be breached by headwater catchments.  If trimmed headwater flowlines were 
touching or within a grid cell width of WBD divides, the flowlines received additional trimming.  
In this way, hydro-enforcement in NHDPlusV2 uses a stream network that conforms closely to 
the WBD drainage boundaries. 
 
NHDPlusV2, the upstream ends of flowlines that represent minor paths at stream network 
divergences were also trimmed.  This was done to direct the flow direction and flow 
accumulation grids down the main path identified by the NHDPlusV2 stream network. 
 
In the NHDPlusBurnComponents folder, BurnLineEvent contains the trimmed stream network 
that was used to hydro-enforce the DEM.  In some cases, headwater and minor divergent path 
flowlines were so short that sufficient trimming was not possible and these flowlines were 
removed from BurnLineEvent.  Only lines in BurnLineEvent receive catchments.   
 
Nationally Consistent WBD Drainage Divide Enforcement – In both NHDPlusV1 and 
NHDPlusV2, drainage divides represented by the WBD HUC12 boundary lines were 
incorporated as “walls” during the hydro-enforcement of the DEM.  In NHDPlusV2, additional 
techniques were used to refine the walls.  In NHDPlusV2, non-closed HUC12s that contain no 
NHDFlowline features were identified and portions of the walls for these HUCs were removed to 
enable these areas to drain to an appropriate down-gradient area.  In NHDPlusV1, these “empty” 
HUCs were completely walled in the hydro-enforced DEM causing a “fill and spill” based purely 
on the location of the lowest elevation cell at the perimeter of the HUC.  Also, the NHDPlusV1 
filling of entire HUC12 areas rendered the flow direction grids useless for DEM based watershed 
delineations within these areas. 
  
Use of NHDPlusV2 VAA Attribute HydroSeq for Elevation "stepping"  - This enhancement 
utilizes the hydro-sequence number from the NHDPlusV2 Value Added Attributes (VAA) to 
ensure that the flow paths in the hydro-enforced DEM follow the NHDPlusV2 flow path 
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directions as defined in the NHDPlusV2 flow table (PlusFlow). This process minimizes 
problems during the hydro-enforcement fill process by replacing the NHD stream cells with a 
gentle downstream stepping of elevations within the “canyon” burned into the DEM. This 
process has shown to be a great improvement over NHDPlusV1 data where the hydro-
enforcment filling process occasionally created reverse flow situations. 
 
Enforcement of Stepped Values in the Ocean and Estuaries – In NHDPlusV1, ocean and 
estuary areas were set to NoData.  In NHDPlusV2, the NHD ocean coastlines were hydro-
enforced into the DEM by setting the elevation values below the minimum “burned” elevation 
value of the BurnLineEvent features.  The selected estuaries were given elevation values 1cm 
higher than the ocean coastline elevation values.  This stepping of coastal water elevation values 
enables watershed delineations within the selected estuaries. 
 
Catchment/Burn Attributes  - In NHDPlusV2, greater controls over the hydro-enforcement 
process were introduced through attributes in the BurnLineEvent table.  Using these attributes, 
individual flowlines could be logically removed from the burning process and/or logically 
removed from the catchment delineation process.   
 
Controlling which lines are burned provides greater flexibility in representing the network in the 
flow direction and flow accumulation grids.  For example, pipeline features, certain elevated 
sections of canals, or flowlines that would create problems near walls, were removed from the 
burning process.   
 
Controlling which lines receive catchments prevents lines that do not receive overland flow from 
having a catchment. Examples of flowlines that should not receive a catchment include pipelines 
and elevated sections of canals.   
 
Rasterization of Burn Line Features using StreamLevel - In both versions of NHDPlus, 
catchments are delineated with the ArcGIS Watershed Tool using the NHDPlus flow direction 
grid and a raster grid representation of the flowlines (used as the "seed" source).  In NHDPlusV1, 
the grid representation of these burn lines were problematic at node intersections, where the 
DEM cell value at the node was assigned from whichever burnline had the greatest length within 
the given cell. This sometimes created an issue where the confluence node was assigned to the a 
tributary stream rather than the main path stream leading to undesirable results in catchment 
delineation. In NHDPlusV2, this problem was eliminated by using the VAA “StreamLevel” 
attribute to control the rasterization of streams.  At a confluence, the stream with the lowest 
StreamLevel receives the confluence node in its catchment.    
 
BurnAddLine and BurnAddWaterbodies  - In NHDPlusV2, there are new capabilities to add 
additional non-NHD features for hydro-enforcement of the DEM.  Additional lines are stored in 
BurnAddLine, while additional waterbody polygons were stored in BurnAddWaterbody. 
 
Features placed in BurnAddLine came from a multitude of sources for a variety of purposes. In 
some cases, BurnAddLines were added to ensure proper drainage of WBD HUC12 units where 
NHD was not present. Other uses of BurnAddLine features included international hydrography 







20 
 


from sources in Canada or Mexico to improve catchment delineation in international areas.  
BurnAddLine features were also added to provide a flow channel within estuaries. 
 
Features in BurnAddWaterbody were commonly added to ensure sink placement for closed lakes 
not found in the medium resolution NHD. BurnAddWaterbody also holds waterbodies from 
international areas to enhance catchment delineations across international borders.  Waterbody 
polygons placed in BurnAddWaterbody came from high resolution NHD or the Canadian 
National Hydrography Network dataset, or were digitized from imagery. 
 
Flow Direction Grid with NoData Values for Burn Lin e Stream cells - New in NHDPlusV2, 
is a variant of the NHDPlusV2 flow direction grid where the cells of BurnLineEvent features are 
set to NoData.  This grid is called FdrNull and can be used to compute flowpath length grids.  
Flowpath length grids are useful for a variety of purposes including determining the mean 
flowpath length within a catchment or deriving stream riparian buffer areas.  
 
Improved and Expanded Value Added Attributes (VAAs) – The NHDPlusV2 process 
performs extensive automated qaqc on the VAAs to ensure the accuracy and consistency of the 
attributes across the entire NHDPlusV2 dataset.  New VAAs have been added, such as RTNDIV 
(returning divergence) flag which identifies flowlines where an upstream divergence returns to 
the network.  The VAAs FromMeas and ToMeas, expose the measures (m-values) that are 
assigned to the bottom and top endpoints of NHDFlowline features.  In NHDPlusV2, the method 
for assigning HydroSeq (hydrologic sequence number) is performed across an entire drainage 
area rather than for each HUC8 as in NHDPlusV1.  This assignment method adds power to 
queries that use HydroSeq.  Unlike NHDPlusV1, NHDPlusV2 has VAAs calculated for 
Coastline features. 
 
Introduction of Flow Split Controls  – NHDPlusV2 contains a divergence fraction/mainpath 
table (DivFracMP) that permits control over what happens at network splits.  This table was used 
to inform the NHDPlusV2 process which path in a divergence is the main path and what fraction 
of the streamflow proceeds down each path of the divergence. 
 
Points of Addition and Removal – NHDPlusV2 contains the ability to specify points along the 
NHDFlowline network where flow is removed or added and to specify how much water is 
removed or added.  These points are stored in the PlusARPointEvent and the PlusFlowAR tables.  
Using this new capability, irrigation withdrawals and returns, drinking water withdrawals, and 
permitted discharges may be specified.  In addition, a withdrawal point and an addition point 
may be linked to represent an interbasin flow transfer. 
 
Great Lakes Supercatchments – NHDPlusV2 includes polygons known as “Supercatchments” 
which represent the drainage areas above the outlets of four of the Great Lakes:  Lake Superior, 
Lake Huron, Lake Erie, and Lake Ontario. These Supercatchments include the areas on the 
Canadian side of the Great Lakes and are used to provide accurate cumulative drainage areas for 
the rivers that flow from the lakes.  
 
Flow Accumulation Grid Extent and Content – In NHDPlusV1 and V2, the hydro-
enforcement process is run for a Raster Processing Unit (RPU) and a buffer area surrounding the 
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RPU.  In NHDPlusV1 and V2, the distributed grids do not contain values outside the RPU 
boundaries (i.e. in the buffer area).  In NHDPlusV1 and V2, if one RPU drains into another RPU, 
the flow accumulation values in the upstream RPU do not carry into the downstream RPU.  In 
other words, cell counts of an upstream RPU drainage are not reflected in the cell counts of a 
downstream RPU. 


In NHDPlusV1, while the distributed grid does not contain the processed buffer area, if all or 
part of the buffer area drains into the RPU, then the RPU’s flow accumulation grid cell values 
include the upstream cells from the buffer area.  


In NHDPlusV2, the distributed grid does not contain the processed buffer area and, if all or part 
of the buffer area drains into the RPU, then the RPU’s flow accumulation grid cell values DO 
NOT include the surrounding buffer area.  Only cells within the RPU are counted in the 
NHDPlusV2 flow accumulation grids. 


The list above describes the primary improvements that have been incorporated into 
NHDPlusV2.  All improvements are described in more detail in this guide. 
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NHDPlusV2 Data Structure 
 
In NHDPlusV1, the geographic units were (1) “Production Units” for the raster components 
(elevation, flow direction and flow accumulation grids) and (2) “Hydrologic Regions” (2-digit 
Hydrologic Units) for catchment grids, all vector feature classes and all tables.  In the future, as 
the source datasets for NHDPlus become higher resolution, these geographic units will need to 
change and, in general, become smaller.  Thus NHDPlusV2 introduces new and flexible 
geographic divisions.  NHDPlusV1 “Production Unit” is replaced by the NHDPlusV2 “Raster 
Processing Unit” (RPU).  The NHDPlusV1 “Hydrologic Region” is replaced with the 
NHDPlusV2 “Vector Processing Unit” (VPU).   
 
Because NHDPlusV2 is built from the same resolution inputs as NHDPlusV1, the VPUs in 
NHDPlusV2 are similar to the “Hydrologic Regions” defined in NHDPlusV1.  In NHDPlusV1 
and NHDPlusV2, Hydro Region 10, the Missouri River Basin, was divided into 2 VPUs.  Also 
Hydro Region 3, Southeastern United States (“South Atlantic”), was processed as 1 VPU in 
NHDPlusV1, while it was processed as 3 VPUs in NHDPlusV2.  The NHDPlusV2 RPUs are 
similar, but not identical to the NHDPlusV1 “Production Units”.  RPUs represent some 
hydrologic improvements over the “Production Units”. 
  
NHDPlusV2 data is distributed by the major drainage areas of the United States.  Within a 
Drainage Area, the NHDPlusV2 data components are packaged into compressed files either by 
Vector Processing Unit (VPU) or Raster Processing Unit (RPU).  A Drainage Area is composed 
of one or more VPUs and a VPU is composed of one or more RPUs.  The valid NHDPlusV2 
Drainage Areas, VPUs and RPUs are shown in Figures 5a and 5b. 
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Drainage Area Name Drainage Id VPUs RPUs 
Northeast NE 01 01a 
Mid-Atlantic MA 02 02a, 02b 
South Atlantic SA 03N, 03S, 03W (less 


0318)2  
03a, 03b, 03c, 03d, 03e, 03f 


Great Lakes GL 04 04a, 04b, 04c, 04d 
Mississippi MS 06, 05, 07, 08,10U, 10L, 


11 and 03182 
06a, 05a, 05b, 05c, 05d, 07a, 07b, 
07c, 08a, 08b, 10a, 10b, 10c, 10d, 
10e, 10f, 10g, 10h, 10i, 11a, 11b, 
11c, 11d, 03g 


Souris-Red-Rainy SR 09 09a 
Texas TX 12 12a, 12b, 12c, 12d 
Rio Grande RG 13 13a, 13b, 13c, 13d 
Colorado CO 14, 15 14a, 14b, 15a, 15b 
Great Basin GB 16 16a, 16b 
Pacific Northwest PN 17 17a, 17b, 17c, 17d 
California CA 18 18a, 18b, 18c 


Figure 5a:  NHDPlusV2 Drainage Areas, VPUs, and RPUs 


 
Figure 5b:  NHDPlusV2 Drainage Area Map 


 


                                                 
2 The HUC4 0318 contains the Pearl River drainage which has both inflows and outflows with region 08, while 
being completely disconnected from the rest of region 03.  Because of the connections with region 08, NHDPlusV2 
includes 0318 with the Mississippi drainage area. 
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Note that some large areas of WBD have been recoded with Hydrologic Unit Codes (HUC 
codes) that differ significantly from previous HUC codes. For example: HUC4s 0111 and 0201 
were renumbered to 0415; and 1001 was renumbered to 0904. Numerous smaller changes have 
also occurred. The NHDPlusV2 processing for the re-coded areas was already underway when 
the changes were detected and, given the timing, it was not feasible to re-process those areas or 
to physically move data from one NHDPlusV2 workspace to another. However, the NHD 
snapshot ReachCodes on both NHDFlowline and NHDWaterbody features were adjusted to 
reflect the HUC8s in the 2/1/2012 version of WBD.  This means that, in some NHDPlusV2 
workspaces, some NHDFlowline and NHDWaterbody features will have ReachCodes that reflect 
a different hydrologic region than the VPU in which the features are stored.  If and when 
NHDPlusV2 is reprocessed for these areas, these issues will be addressed. 
 
Like NHDPlusV1, NHDPlusV2 data is distributed as shapefiles, grids, and .dbf tables.  The 
NHDPlusV2 data structure is shown below.  An asterisk (*) is used to indicate which 
components are new or changed relative to the NHDPlusV1 data structure. 


 
The overall data structure is: 
 


\NHDPlusGlobalData 
BoundaryUnit (polygon feature class) * 
BoundaryValue (table) * 
NHDPlusConnect (table) * 


  
\NHDPlusV21Metadata 


 
This folder contains a collection of metadata for NHDPlusV2 and for the source 
datasets used to produce NHDPlusV2. 


 
\NHDPlusNationalData 


GageLoc (point feature class) * 
GageInfo (table) * 
Gage_Smooth (table) * 
nationalcat (grid) * 
\SuperCatchments* 


SuperCatchments (polygon feature class)* 
\supercatgrids* 


\info 
\sc<featureid> (grid) 
. 
. 
Where featureid is an NHDFlowline ComID 


 
 NationalWBDSnapshot (polygon feature class) 
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The content of the \NHDPlusDD folder is referred to as a Drainage Area workspace.   
 
Each Drainage area workspace has the following structure: 


 
\NHDPlusDD  (drainage area folder) 
 \DAAttributeExtension (NHDPlus data extensions for the Drainage Area) 


\NHDPlusVVVVVVVV (VPU folder) 
  [VPU feature classes, grids and tables] 
  \NHDPlusRRRRRRRR (RPU folder) 
   [RPU feature classes, grids and tables] 
  [more RPUs] 
 [more VPUs] 
[more Drainage Areas] 


 
Where  


DD = Drainage Area Id of 1-2 characters 
VVVVVVVV = VPUIDs of 1-8 characters  
RRRRRRRR = RPUIDs of 1-8 characters  


 
The content of a \NHDPlusVVVVVVVV folder is referred to as a VPU workspace. 
 
Each VPU workspace will contain: 


\NHDPlusVVVVVVVV 
\NHDPlusAttributes 


CumulativeArea (table) * 
DivFracMP (table) * 
ElevSlope (table) * 
HeadwaterNodeArea (table) * 
PlusARPointEvent (table) * 
PlusFlowlineVAA (table) * 
PlusFlow (table) * 
PlusFlowAR (table) * 
MegaDiv (table)* 


\NHDPlusCatchment 
cat (grid) 
\info (info tables for cat grid) 
Catchment (polygon feature class) 
FeatureIDGridCode (table) * 


\NHDPlusBurnComponents 
BurnAddLine (line feature class) * 
BurnAddWaterbody (polygon feature class) * 
BurnLineEvent (table) * 
BurnWaterbody (polygon feature class) * 
LandSea (polygon feature class) * 
Sink (point feature class) * 
Wall (line feature class) * 
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\NHDSnapshot 
NHDFcode (table) 
NHDReachCode_ComID (table) 
NHDReachCrossReference (table) 
\hydrography 
 NHDFlowline (line feature class) 
 NHDWaterbody (polygon feature class) 
 NHDPoint (point feature class) 
 NHDLine (line feature class) 
 NHDArea (polygon feature class) 


NHDHydroAreaEventFC (empty polygon feature class) 
NHDHydroLineEventFC (empty line feature class) 
NHDHydroPointEventFC (empty point feature class) 


\NEDSnapShot 
\NEDRRRRRRRR 


\elev_cm 
\shdrelief* 
\info 


\WBDSnapShot 
\WBD 


WBD_Subwatershed (polygon feature class)* 
 
RPU folders reside under the VPU workspace folder and will contain 
NHDPlusV2 RPU components.  Each RPU folder name ends in RRRRRRRR 
which is replaced with the RPUid. 


 
\NHDPlusCatSeedRRRRRRRR 
 \catseed (grid)* 
 \info 
\NHDPlusFdrFacRRRRRRRR 
 \fac (grid) 
 \fdr (grid) 
 \info 
\NHDPlusFdrNullRRRRRRRR 


\fdrnull (grid)* 
 \info 
\NHDPlusFilledAreasRRRRRRRR 
 \filledareas (grid)* 
 \info 
\NHDPlusHydrodemRRRRRRRR 
 \hydrodem (grid)* 
 \info 


 
The NHDPlusV2 extended components will be stored in separate folders under the NHDPlusV2 
Drainage Area or VPU folders, as appropriate.  The structures of the, currently defined, extended 
components are: 
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\DAAttributeExtension 


No drainage area attribute extensions have been define as yet. 
 
\NHDPlusVVVVVVVV (VPU folder) 


\EROMExtension 
EROM_MAnnnn (table)* 
EROMQA_nnnn (pdf)* 
EROMQA_MAnnnn (table)* 


\VOGELExtension 
VogelFlow (table)* 


\VPUAttributeExtension 
IncrLat.txt* 
IncrPrecipMA.txt* 
IncrPrecipMM01.txt* 
IncrPrecipMM02.txt* 
IncrPrecipMM03.txt* 
IncrPrecipMM04.txt* 
IncrPrecipMM05.txt* 
IncrPrecipMM06.txt* 
IncrPrecipMM07.txt* 
IncrPrecipMM08.txt* 
IncrPrecipMM09.txt* 
IncrPrecipMM10.txt* 
IncrPrecipMM11.txt* 
IncrPrecipMM12.txt* 
IncrTempMA.txt* 
IncrTempMM01.txt* 
IncrTempMM02.txt* 
IncrTempMM03.txt* 
IncrTempMM04.txt* 
IncrTempMM05.txt* 
IncrTempMM06.txt* 
IncrTempMM07.txt* 
IncrTempMM08.txt* 
IncrTempMM09.txt* 
IncrTempMM10.txt* 
IncrTempMM11.txt* 
IncrTempMM12.txt* 
IncrROMA.txt* 
IncrROMM01.txt* 
IncrROMM02.txt* 
IncrROMM03.txt* 
IncrROMM04.txt* 
IncrROMM05.txt* 
IncrROMM06.txt* 
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IncrROMM07.txt* 
IncrROMM08.txt* 
IncrROMM09.txt* 
IncrROMM10.txt* 
IncrROMM11.txt* 
IncrROMM12.txt* 
CumDivPrecipMA.txt* 
CumTotPrecipMA.txt* 
CumDivTempMA.txt* 
CumTotTempMA.txt* 
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Projection Information 
 
All vector data in feature class format uses the following projection/coordinate system:  


Projection GEOGRAPHIC                                                         
Datum       NAD83                                                              
Zunits         NO                                                                  
Units          DD                                                                 
Spheroid       GRS1980                                                            
Xshift         0.0000000000                                                       
Yshift         0.0000000000                                                       


 
All grid datasets (cat, fac, fdr, elev_cm, ext_fac, ext_fdr) for the conterminous U.S. are stored in 
an Albers Equal-Area projection: 


Projection     ALBERS                                                             
Datum          NAD83                                                              
Zunits         100 for elev_cm, otherwise “NO”                                                                 
Units          METERS                                                             
Spheroid       GRS1980                                                            
Xshift         0.0000000000                                                       
Yshift         0.0000000000                                                       
Parameters                                                                       
29 30 0.000  /* 1st standard parallel                                           
45 30 0.000  /* 2nd standard parallel                                           
-96 0 0.000  /* central meridian 
23 0 0.000 /* latitude of projection’s origin                                                                                  
0.00000  /* false easting (meters)                                        
0.00000 /* false northing (meters)                                    
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A Guide for Installing NHDPlusV2 Data 
 
NHDPlusV2 data is distributed in compressed files created by 7-Zip (compression software) with 
a “.7z” extension.  While 7-Zip can create files in standard Zip format, the NHDPlusV2 data is 
stored in a special 7-Zip format which creates even smaller compressed files.  This helps 
preserve diskspace and shorten download times.   
 
Along with other zipping utilities that support “.7z” files, 7-Zip may be used to uncompress the 
NHDPlusV2 data.  7-Zip is a free utility available at:  http://www.7-zip.org/download.html. 
 
NHDPlusV2 data is distributed by Drainage Area.  Within a Drainage Area, the NHDPlusV2 
data components are packaged into .7z files either by Vector Processing Unit (VPU) or Raster 
Processing Unit (RPU).  A Drainage Area is composed of one or more VPUs and a VPU is 
composed of one or more RPUs. 
 
After installing 7-Zip (or other zipping utility that supports “.7z” files) and downloading the 
NHDPlusV2 data, please follow these steps to install the data: 
 


1. Make a folder for the NHDPlusV2 data (e.g. \NHDPlusV2Data).  For best performance, 
install the data on a local drive. 
 


2. The compressed data files are named: 
 
NHDPlusV2nn_<dd> _<VPUid>_componentname_<vv>  
or 
NHDPlusV2nn_<dd> _<VPUid>_<RPUid>_componentname_<vv> 
 
where: 


 
V2nn is version (2) and subversion (nn) of the NHDPlusV2 data model, 
dd is the drainage area identifier, 
VPUid is the VPU identifier, 
RPUid is the RPU identifier, 
Componentname is the name of the NHDPlusV2 component contained in the file, 
and 
vv is the data content version, 01, 02, … for the component. 


 
The valid values for NHDPlusV2 Drainage Areas, VPUs and RPUs are provided 
in section “NHDPlusV2 Data Structure”. 


 
Each NHDPlusV2 “.7z” file should be uncompressed into the folder created in step 
1.  When using 7-Zip, allow it to automatically preserve/create the folder structure 
that is included in the “.7z” files.  To accomplish this using 7-zip installed on Windows, 
use the “Extract Here” option.  First, save all “.7z” files to the folder created in step 1. 
Second, select all “.7z” files using Windows Explorer.  Third, right-click on the selected 
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files and use the “Extract Here” option.  This will ensure all folders and files are 
extracted into their appropriate locations. 
 


3. Using Drainage Area GL (i.e. Great Lakes) and a VPU 04 (i.e. Hydrologic Region 04) as 
an example, when completely installed, the uncompressed data should look like this: 


 
\NHDPlusV2Data 


\NHDPlusGL 
\DAAtributeExtension 
\NHDPlus04 


\<NHDPlusV2 component folders> 
 


4. NHDPlusV2nn_Global Data_vv.7z should be uncompressed into the same upper level 
folder as the drainage area data.  The decompression will create the \NHDPlusGlobalData 
folder. 
 


\NHDPlusV2Data 
\NHDPlusGlobalData 
 


5. NHDPlusV2nn_NationalData_vv.7z, it should be uncompressed into the same upper 
level folder as the drainage area data.  The decompression will create the 
\NHDPlusNationalData folder. 
 


\NHDPlusV2Data 
\NHDPlusNationalData 
 


6. NHDPlusV2nn_Metadata_vv.7z, it should be uncompressed into the same upper level 
folder as the drainage area data.  The decompression will create the 
\NHDPlusV2nn_Metadata folder. 
 


\NHDPlusV2Data 
\NHDPlusV2nn_Metadata 
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NHDPlusV2 Distribution Files and NHDPlusV2 Components 
The correspondence between the NHDPlusV2 .7z distribution files and the NHDPlusV2 data 
components that are contained in the .7z file is shown in the table below. 
 


Distribution Zip Files Zip File Contents 
NHDPlusV2nn_Metadata_dd.7z \NHDPlusV2nn_Metadata 
NHDPlusV2nn_GlobalData_dd.7z \NHDPlusGlobalData 
      BoundaryUnit.shp 
      BoundaryValue.dbf 
      NHDPlusConnects.dbf 
      \SuperCatchments 
           SuperCatchments.shp 
           \supercatgrids 
                \sc<ComID> (grid) 
NHDPlusV2nn_NationalData_dd.7z \NHDPlusNationalData 
      GageLoc.shp 
      GageInfo.dbf 
      RefGages.txt 
      GageSmooth.dbf  
      \nationalcat (grid) 
      NationalWBDSnapshot.shp 
      WBDCatch_XWalk.dbf 
The zip files below contain higher level folders as needed and as 
described previously. 


\NHDPlusV2dd 
    \NHDPlusVVVVVVVV 
    \NHDPlusRRRRRRRR 


NHDPlusV2nn_DD_<VPUid>_EROMExtension_dd.7z \EROMExtension 
        EROM_MA0001.dbf 
        EROM_mm0001.dbf, where mm is 


01 thru 12 
        EROMQA_MA0001.dbf 
        EROMQA_mm0001.dbf, where 


mm is 01 thru 12 
        EROMQA_0001.pdf 
NHDPlusV2nn_DD_<VPUid>_<RPUid>_NEDSnapshot_dd.7z \NEDSnapshot 
         \ned<rpuid> 
              \elev_cm (grid) 
              \shdrelief (grid) 
NHDPlusV2nn_DD_<VPUid>_NHDPlusAttributes_dd.7z \NHDPlusAttributes 
         CumulativeArea.dbf 
         HeadwaterNodeArea.dbf 
         DivFracMP.dbf 
         PlusFlowlineVAA.dbf 
         PlusFlow.dbf 
         PlusARPointEvent.dbf 
         PlusFlowAR.dbf 
         MegaDiv.dbf 
         ElevSlope.dbf 
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NHDPlusV2nn_DD_<VPUid>_NHDPlusBurnComponents_dd.7z \NHDPlusBurnComponents 
         BurnlineEvent.dbf 
         BurnWaterbody.shp 
         Sink.shp 
         Wall.shp 
         BurnAddLine.shp 
         BurnAddWaterbody.shp 
         LandSea.shp 
NHDPlusV2nn_DD_<VPUid>_NHDPlusCatchments_dd.7z \NHDPlusCatchment 
         \cat (grid) 
         Catchment.shp 
         FeatureIDGridCode.dbf 
NHDPlusV2nn_DD_<VPUid>_<RPUid>_CatSeed_dd.7z \NHDPlusCatSeed<rpuid> 
         \catseed 
NHDPlusV2nn_DD_<VPUid>_<RPUid>_FdrFac_dd.7z \NHDPlusFdrFac<rpuid> 
          \fdr (grid) 
          \fac (grid) 
NHDPlusV2nn_DD_<VPUid>_<RPUid>_FdrNull_dd.7z \NHDPlusFdrNull<rpuid> 
          \fdrnull 
NHDPlusV2nn_DD_<VPUid>_<RPUid>_FilledAreas_dd.7z \NHDPlusFilledAreas<rpuid> 
          \filledareas 
NHDPlusV2nn_DD_<VPUid>_<RPUid>_Hydrodem_dd.7z \NHDPlusHydrodem<rpuid> 
          \hydrodem 
NHDPlusV2nn_DD_<VPUid>_NHDSnapshot_dd.7z \NHDSnapshot 
          \hydrography 
                NHDFlowline.shp 
                NHDWaterbody.shp 
                NHDArea.shp 
                NHDPoint.shp 
          NHDFcode.dbf 
NHDPlusV2nn_DD_<VPUid>_VogelExtension_dd.7z \VogelExtension 
         VogelFlow.dbf 
NHDPlusV2nn_DD_<VPUid>_VPUAttributeExtension_dd.7z \VPUAttributeExtension 
         IncrLat.txt 
         IncrPrecipMA.txt 
         IncrPrecipMMmm.txt 
         CumDivPrecipMA.txt 
         CumTotPrecipMA.txt 
         IncrTempMA.txt 
         IncrTempMMmm.txt 
         CumDivTempMA.txt 
         CumTotTempMA.txt 
         ROMA0001.txt 
         ROMMmm0001.txt 
NHDPlusV2nn_DD_<VPUid>_WBDSnapshot_dd.7z  \WBDSnapshot 
            \WBD 
                    Sub_Watershed.shp 


Figure 6:  NHDPlusV2 Distribution Files and Their Contents 
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NHDPlusV2 Versioning System 
 
NHDPlusV2 has a dual versioning system; both the data model and the data content are 
versioned.  The NHDPlusV2 .7z download files each contain the version information in the 
filename.   The filenames have two formats:  
 


NHDPlusV2nn_<dd> _<VPUid>_componentname_<vv>  
or 
NHDPlusV2nn_<dd> _<VPUid>_<RPUid>_componentname_<vv> 
 
where: 


 
V2nn is version (2) and subversion (nn) of the NHDPlusV2 data model 
vv is the data content version, 01, 02, … for the component. 


 
Each component can be versioned and distributed without the need to re-release all components.  
For example, at any given time, both NHDPlusV21_MS_10L_Catchment_01.7z and 
NHDPlusV21_MS_10L_NHD_03.7z might be available for download.  In this example, the 
Catchment shape file has data model version 2.1 and data content version 01, while the 
NHDSnapshot component has schema version 2.1 and data content version 03. 
 
The NHDPlus download site will contain the most recent version for each component.  When a 
change in NHDPlusV2 affects more than one component, the new version of all affected 
components will be made available at the same time.  Therefore, users can be assured that all 
components on the download site, regardless of their indicated versions, are compatible with 
each other. 
 
Users can determine which versions they have downloaded and uncompressed by examining the 
version text files that reside within the uncompressed NHDPlusV2 data.  Each .7z files contain a 
.TXT file with the same name as the .7z file.  For example, 
NHDPlusV21_MS_08_NHDSnapshot_02.7z will contain a file called 
NHDPlusV21_MS_08_NHDSnapshot_02.txt. 
 
When NHDPlusV2 .7z files are uncompressed, the version text files are stored in the appropriate 
Drainage Area folder.  These are empty text files used solely to denote, by their file name, what 
version of NHDPlusV2 data has been installed.  The existence of these .TXT files means that the 
user, at one time, installed the indicated versions of the specified NHDPlusV2 components.  
 
When uncompressing updates for the same component, the .TXT files will not be overwritten 
and will serve as a history of what NHDPlusV2 components and versions have been installed.  In 
general, when a new version of a particular NHDPlusV2 component is released, a note about that 
component is added to the release notes for that VPU. 
 
When an updated component is available, users must first delete the existing version of the 
component.  This may be done with ArcCatalog or accomplished using Windows Explorer.  The 
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superceeded NHDPlusV2 components that must be deleted are shown in the table in the section 
above entitled “NHDPlusV2 Distribution Files and NHDPlusV2 Components”.  Once the 
superceeded version of the component is deleted, the updated component should be installed 
according to the instructions in the previous section. 
 
NHDPlusV2 documentation is versioned by the data model version only (see first page of guide).  
When you download a component containing a new data model version, you should also 
download new documentation. 
 
The first public version of NHDPlusV2 has a data model designation of V2.1 with the 
components having a variety of data content versions.  Draft NHDPlusV2 data was distributed to 
a limited number of evaluation users.  The draft data had a data model designation of V2 and was 
not accompanied by version .TXT files. 
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NHDPlusV2 Global Data Feature Class and Table 
Descriptions 
 
NHDPlusV2 Global Data tables called BoundaryUnit, BoundaryValue, and NHDPlusConnect 
contain information that was compiled during the NHDPlus Build/Refresh process and include 
information such as the connection information between multiple VPUs in a drainage area and 
the geographic boundaries of VPUs and RPUs.    


 
NHDPlusV2 Global Data tables called PlusMetadata, PlusSourceCitation, PlusSourceUsed are 
the metadata tables for NHDPlus.  Metadata is created during the NHDPlusV2 Build/Refresh 
process and includes information about the source datasets used to build NHDPlusV2 and about 
the processing steps performed.   
 
NHDPlusV2 Global Data feature classes called conus_ned_metadata_<yymm> contain the 
metadata for each of the NED snapshots used to build NHDPlusV2. 
 
 
 
 
 
 
 
 
 
 
 
 
 


The following conventions are used when describing NHDPlusV2 component attributes: 
• Field formats are intended to be technology-neutral.  Primary and foreign keys are all long 


integer format to facilitate relates and joins.  Other formats show the maximum size and 
precision of the field. 


• A particular database technology may dictate the format for a given field.  As an example, a 
number with 6 total digits with 3 to the right of the decimal point is specified in this volume 
as (6,3), however it would be (7,3) in a .dbf file. 


• All redundancy (un-normalized fields) in the database has been introduced to increase 
performance in the build/refresh tools and end-user tools. 


• All field names are verbose to enhance readability, however, in some implementation 
formats, the field names may be truncated.  For example, field names will be truncated to 10 
characters in .dbf files. 


• A field value of -9998 signifies that a value is applicable, but unknown. 
• A field value of -9999 signifies that a value is not applicable 
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\NHDPlusGlobalData\BoundaryUnit (feature class) 
 
Description:  Contains a polygon boundary for each geographic unit used to build the NHDPlus.  
The unit types that will have boundaries are VPU and RPU.  The boundaries are built from 
NHDPlusV2 Catchments.   
 
Field 
Name 


Description Format 


DrainageID Drainage area identifier Character (2) 
UnitID Boundary Unit unique identifier Character (8) 
UnitName Boundary Unit Name (populated for VPUs) Character (100) 
UnitType Boundary Unit Type - “VPU”, “RPU” Character (5) 
Hydroseq Hydrologic order of Boundary Unit (populated for VPUs) Num(11) 
AreaSqKM Area in square kilometers of the unit Num(13,4) 
Shape_Area Feature area in square decimal degrees See ESRI 


documentation 


\NHDPlusGlobalData\NHDPlusConnect (table) (not rele ased) 
 
Description:  Provides the upstream/downstream relationships between VPUs and between 
RPUs.  The NHDFlowline ComIDs that create the connections are provided in the table.  This 
table is maintained by the NHDPlusV2 Build/Refresh Tools and can be thought of as a 
geographic unit flow relationship table. 
 
Field Name Description Format 
DrainageID Drainage area identifier Character (2) 
UpUnitID Unit Code of upstream unit Character (8) 
UpUnitType “VPU”, “VDU”, “RPU”, “RDU”, or “HUCnn” Character (5) 
DnUnitID Unit Code of downstream unit Character (8) 
DnUnitType “VPU”, “VDU”, “RPU”, “RDU”, or “HUCnn” Character (5) 
UpComID Flowline pourpoint of UpUnitCode Long Integer 
DnComID Flowline inflow point of DnUnitCode Long Integer 
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\NHDPlusGlobalData\SuperCatchments (feature class) 
Description:  Contains Supercatchment polygons.  Supercatchments are drainage area polygons 
for the NHDFlowline associated with Supercatchments.FeatureID. The Supercatchment is the 
entire drainage area upstream of the associated NHDFlowline designated by FeatureID.   
Supercatchments were created only for Hydrologic Region 04 (Great Lakes) to represent the 
entire drainage, both Canadian and US, into each of the lakes. 
 
Field 
Name 


Description Format 


GridCode Catchment gridcode for the NHDFlowline catchment Num(10,0) 
FeatureID ComID of the associated NHDFlowline Long Integer 
SourceFC “NHDFlowline” Char(20) 
AreaSqKM Area of the supercatchment in square kilometers Num(18,6) 
VPUID Vector Processing Unit Identifier Char(8) 


 


\NHDPlusGlobalData\SC<featureid> (grid) 
Description:  These are supercatchment grids.  There is a grid for each supercatchment polygon 
in SuperCatchments.  The featureid in the grid name links to SuperCatchments.FeatureID. 
 
Field 
Name 


Description Format 


Value The value stored in the grid cell; a unique, compact 
identification number for an NHDFlowline catchment; also 
referred to as GridCode – See FeatureIDGridCode 


Long Integer 


Count Number of grid cells with a particular value in the Value field. Long Integer 
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\NHDPlusGlobalData\EROMOPTS.DBF (table) (not releas ed) 
EROMOPTS contains the run options used for each EROM mean annual (MA) and mean 
monthly flow estimates. There is one record for each VPU/Timeperiod. 
 
Field Name Description 
VPU The 3 character identifier for the VPU, e.g., “10L” 
Timeperiod “MA” = mean annual, “01” = January, “02” = February, etc. 
SkipEET 0 = Run the Excess Evapotranspiration (EET) step, 1 = do not 


run the EET step 
SkipRGR 0 = Run the Reference Gage Regression (RGR) step, 1 = Do not 


run the RGR step 
RUNOFFREG 0 = Do not use a Runoff (RO) Regression, 1 = Replace the 


Runoff grid values with the regression in the RO Step 
ROA RO Reg. Coefficient 1; intercept term 
ROB RO Reg. Coefficient 2; Drainage Area (DA) term (Sq Km) 
ROC RO Reg. Coefficient 3; Mean Monthly Precipitation term 


(cm/month) 
ROD RO Reg. Coefficient 4; Mean Monthly Temperature term (deg. 


C) 
ROE RO Reg. Coefficient 5; Mean Annual Base Flow Index (0 to 


100) 
ROBCF RO Reg. Bias Correction Factor (BCF) 
TPOS Temperature (Deg. C) to be added to the Mean Monthly 


Temperature needed to produce positive temperature values for 
the log transform in the RO Reg. 
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NHDPlusV2 Metadata Collection  
 


\NHDPlusMetadata\NHDPlusV21.met 
Description:  This file contains metadata for NHDPlusV2 as a whole.  Metadata for individual 
VPUs can be found in the \NHDPlusVVVVVVVV folders.   


\NHDPlusMetadata\NHD.met (not yet released) 
Description:  In April 2010, the medium resolution NHD data was extracted from the USGS 
NHD database in preparation for building NHDPlusV2.  The data was extensively edited (see 
section entitled “Highlights of How NHDPlusV2 Differs from NHDPlusV1”) prior to 
NHDPlusV2 production.  The following links provide documentation about NHD: 
 


http://nhd.usgs.gov/index.html 
http://nhd.usgs.gov/userguide.html?url=NHD_User_Guide/Feature_Catalog/NHD_Feature_Catalog.htm 


 
As time and resources permit, the edits made to NHD will be returned to USGS for inclusion in 
the NHD database. 


\NHDPlusMetadata\Conus_NED_Metadata<yymm> (feature class) and 
\NHDPlusGlobalData\NED_DataDictionary20100601 (pdf)  
Description:  These files contain metadata for the NED snapshots that were used to build 
NHDPlusV2.  NHDPlusV21.met contains the NED snapshot date used for each VPU.  Each 
NED snapshot has a separate metadata shapefile contained in the \NHDPlusGlobalData folder.  
The NED_DataDictionary20100601.pdf contains the field descriptions for the 
Conus_NED_Metadata_<yymm> feature attributes. 


\NHDPlusMetadata\CDED_Metadata\CDED_Index_Polygons (polygon 
feature class) and cded_<tile>_fgdc_en.xml 
Description:  This folder contains metadata for the portions of the Canadian Digital Elevation 
Data (CDED) that was used to build NHDPlusV2.  The CDED data were downloaded from the 
http://www.geobase.ca website. The CDED_Index_Polygons feature class contains an index to 
the individual data files that were used for NHDPlusV2. The CDED data tiles were accompanied 
by FGDC metadata xml files. The metadata files are provided in the metadata folder, and the first 
part of the filenames may be matched with the filenames shown in the Path field of the 
CDED_Index_Polygons feature class. 


\NHDPlusMetadata\WBD_Poly_Seamless.Met (text) 
Description:  This file contains the metadata for the WBD snapshots that were used to build 
NHDPlusV2.  NHDPlusV21.met contains the WBD snapshot date used for each VPU.  The 
WBD metadata is cumulative, with process descriptions listed in chronological order.  The 
metadata for each WBD snapshot is described by all the process descriptions with dates equal to 
or earlier than the snapshot date.  
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\NHDPlusMetadata\Precip and Temp Metadata (not yet released) 
Description:  This file contains the metadata for the precipitation and temperature data used to 
build NHDPlusV2.  Precipitation and temperature data were compiled for the period 1971-2000 
by combining two data sources:  (1) Parameter-elevation Regressions on Independent Slopes 
Model data (PRISM) (http://www.prismclimate.org) for the conterminous U.S. and (2) a set of 1-
km grids from the Canadian Forest Service, Natural Resources Canada (McKenney and others, 
2006) for areas in Canada and Mexico.  The resulting combined temperature and precipitation 
data was used to build the catchment allocation and, associated, network accumulation data 
contained in the \VPUAttributeExtension folder.  
 
Note:  The temperature and precipitation grids used for NHDPlusV2 production, along with their 
metadata, will be released after production for the entire country is completed. 


\NHDPlusMetadata\Runoff Metadata (not yet released)  
Description:  This file contains the metadata for the runoff data used to build NHDPlusV2.  The 
runoff data was used to build the incremental catchment allocation data contained in the 
\VPUAttributeExtension folder. 
 
Note:  The runoff grids used for NHDPlusV2 production, along with their metadata, will be 
released after production for the entire country is completed. 
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NHDPlusV2 National Data Feature Class and Table 
Descriptions  
 
 
 
 
 
 
 
 
 
 
 
 


\NHDPlusNationalData\GageLoc (feature class) 
 
GageLoc contains the locations of streamflow gages on the NHDFlowline features.  This table is 
used in the EROM gage adjustment step (See Appendix A).  
 
 
Field Name Description 
ComID Not populated, a unique id for each NHD event assigned during 


the central NHD update process. 
EventDate Date event was created 
ReachCode ReachCode on which Stream Gage is located 
ReachSMDat Reach Version Date (Not populated) 
Reachresol Reach Resolution, always “Medium” (i.e. 1:100K scale) 
FeatureCom Reserved for future use 
FeatureCla Reserved for future use 
Source_Ori Originator of Event 
Source_Dat Description of point entity  
Source_Fea Gage ID/USGS Site Number 
Featuredet URL where detailed gage data can be found (NWISWEB) 
Measure Measure along reach where Stream Gage is located in percent 


from downstream end of the one or more NHDFlowline features 
that are assigned to the ReachCode 


Offset Always zero 
EventType “StreamGage” 


 


The following conventions are used when describing NHDPlusV2 component attributes: 
• Field formats are intended to be technology-neutral.  Primary and foreign keys are all long 


integer format to facilitate relates and joins.  Other formats show the maximum size and 
precision of the field. 


• A particular database technology may dictate the format for a given field.  As an example, a 
number with 6 total digits with 3 to the right of the decimal point is specified in this volume 
as (6,3), however it would be (7,3) in a .dbf file. 


• All redundancy (un-normalized fields) in the database has been introduced to increase 
performance in the build/refresh tools and end-user tools. 


• All field names are verbose to enhance readability, however, in some implementation 
formats, the field names may be truncated.  For example, field names will be truncated to 10 
characters in .dbf files. 


• A field value of -9998 signifies that a value is applicable, but unknown. 
• A field value of -9999 signifies that a value is not applicable 
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\NHDPlusNationalData\GageInfo (table) 
GageInfo contains information about each gage extracted from the National Water Information 
System (NWIS).  This table is used in the EROM gage adjustment step. 
 
Field Name Description 
GageID NWIS Gage ID 
Agency_CD Agency Code 
Station_NM Station Name 
State_CD State Code 
State State name 
SiteStatus “A” = Active, “I” = Inactive (flow measurements taken in 2010 


or 2011) 
DA_SQ_Mile NWIS Drainage Area (Sq. Miles) 
Lon_Site NWIS Longitude  
Lat_Site NWIS Latitude 
Lon_NHD NHD Longitude 
Lat_NHD NHD Latitude 
Reviewed “Y” = NHD location was reviewed, “N” = Not reviewed 
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\NHDPlusNationalData\Gage_Smooth (table) 
 
Gage_Smooth provides the mean annual and mean monthly gage flows.  This table is used in the 
EROM gage adjustment step (See Appendix A).  
 
Variable Format Description 
Site_No Char(16) The NWIS Gage ID 
Year Char(4) The year 
Month Char(2) The Month. “MA” = Mean 


Annual, “01” = January, 
“02” = February, etc. 


Ave Double The mean flow for the 
year/month at the gage (cfs) 


CompleteRe Integer 0 = There is not a complete 
record for the time period.  
 
1 = There is a complete 
record for the time period.   
 
A complete record is daily 
flow values for every day in 
the time period. 
 
The time period is the 
Year/Mo for a monthly 
mean and the Year for a 
annual mean. The gage 
adjustments are only done 
using records that have a 
complete record. 
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\NHDPlusNationalData\nationalcat (grid) 
 
Description:  An ESRI integer grid containing a national version of the VPU cat grids (see 
“\NHDPlusCatchment\cat (grid)“).  The cat grids contained in the individual VPUs are combined 
to build the nationalcat grid.  NHDPlus catchments are created for NHDFlowline features and for 
Sink features. 
 
The national cat grid is provided for display purposes by users interested in the overall 
distribution of catchments.  Due to the large size of the national dataset, data analysis requiring 
linking NHDPlus data and attributes to the catchments probably should be done at the VPU level 
rather than at the national level.  The catchment grid (cat) at the VPU level has a raster attribute 
table, with the attribute “FeatureID” that can be used to link other NHDPlus data and attributes 
to the catchments. 
 
Field 
Name 


Description Format 


Value The value stored in the grid cell, A unique, compact 
identification number for each catchment, Also referred to as 
GridCode – See FeatureIDGridCode 


Long Integer 
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NHDPlusV2 Core Feature Class, Grid, and Table Descriptions 
 


 
 
 
 
 
 
 
 
 
 
 
 


\NHDPlusCatchment\FeatureIDGridcode (table) 
 
Description:   Tables containing crosswalk between Catchment FeatureIDs and gridcodes.  
 
Field Name Description Format 
FeatureID FeatureID of the Catchment which equals the ComID of an 


NHDFlowline feature or the SinkID of a Sink feature 
Long Integer 


GridCode Unique, compact identification number for a Catchment Long Integer 
RPUID RPU identifier for the Catchment Char(8) 
SourceFC Source Feature Class (“NHDFlowline” or “Sink”) Char(20) 


 


\NHDPlusCatchment\cat (grid) 
 
Description: An Environmental Systems Research Institute (ESRI) integer grid dataset that 
associates each cell with a catchment.  NHDPlus catchments are created for NHDFlowline 
features and for Sink features. 
 
Field 
Name 


Description Format 


Value The value stored in the grid cell; a unique, compact 
identification number for each catchment; also referred to as 
GridCode – See FeatureIDGridCode 


Long Integer 


Count Number of grid cells with a particular value in the Value field. Long Integer 
FeatureID FeatureID of the Catchment which equals the ComID of an 


NHDFlowline feature or the SinkID of a Sink feature 
Long Integer 


SourceFC Source Feature Class (“NHDFlowline” or “Sink”) Char(20) 


The following conventions are used when describing NHDPlusV2 component attributes: 
• Field formats are intended to be technology-neutral.  Primary and foreign keys are all long 


integer format to facilitate relates and joins.  Other formats show the maximum size and 
precision of the field. 


• A particular database technology may dictate the format for a given field.  As an example, a 
number with 6 total digits with 3 to the right of the decimal point is specified in this volume 
as (6,3), however it would be (7,3) in a .dbf file. 


• All redundancy (un-normalized fields) in the database has been introduced to increase 
performance in the build/refresh tools and end-user tools. 


• All field names are verbose to enhance readability, however, in some implementation 
formats, the field names may be truncated.  For example, field names will be truncated to 10 
characters in .dbf files. 


• A field value of -9998 signifies that a value is applicable, but unknown. 
• A field value of -9999 signifies that a value is not applicable 
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\NHDPlusCatchment\Catchment (polygon feature class)  
 
Description: Contains a catchment polygon for either an NHDFlowline feature or a Sink feature.  
 
Note: Some polygons may be multipart polygons.  
 
Field Name Description Format 
FeatureID FeatureID of a Catchment which is equal to the ComID of an 


NHDFlowline feature or the SinkID of a Sink feature 
Long Integer 


GridCode See FeaturnIDGridCode  
AreaSqKm Catchment area in square kilometers Num(13,4) 


SourceFC Source Feature Class (“NHDFlowline” or “Sink”) Char(20) 


Shape_leng Feature length in decimal degrees See ESRI 
documentation 


Shape_Area Feature area in square decimal degrees See ESRI 
documentation 


 


\NHDPlusAttributes\CumulativeArea (table) 
 
Description:   Tables containing cumulative area upstream of the downstream end of an 
NHDFlowline feature.  
 
Field Name Description Format 
ComID Common identifier of an NHDFlowline feature Long Integer 
TotDASqKm Total Upstream Cumulative Drainage Area, in square 


kilometers, at the downstream end of the NHDFlowline 
feature 


Num(14,6) 


DivDASqKm Divergence-routed Cumulative Drainage Area, in square 
kilometers, at the downstream end of the NHDFlowline 
feature 


Num(14,6) 
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\NHDPlusAttributes\DivFracMP (table) 
 
Description:   Contains specifications about the fraction of a cumulative attribute to be routed 
through each path in a divergence.  The ComIDs in this table represent NHDFlowline surface 
water features, found in the PlusFlow table, that form a network divergence (i.e. a flow split).   
All the paths in a given divergence are identified in this table by a unique NodeNumber.   
 
When stream name is used to determine the mainpath in a divergence, the entries in the 
DivFracMP table do not override the mainpath designation in the Divergence flag in 
PlusFlowlineVAA.  PlusFlowlineVAA.Divergence always follows the named stream path.  
When stream name does not determine the mainpath, then values in DivFracMP will establish 
the value in PlusFlowlineVAA.Divergence.    
 
All divergences are represented in this table.  If DivFracMP values are specified, they are used in 
the divergence routing method of all NHDPlus accumulated attributes, such as drainage area.  
Divergences where no information is known about the fractional split have DivFracMP.DivFrac 
= -9998 for all paths in the divergence.  In this case, the Divergence Routing method uses the 
PlusFlowlineVAA.Divergence field and routes a fraction of 1 to the main path (i.e. Divergence = 
1) and a fraction of 0 to all other paths (i.e. Divergence = 2).  The impact of using DivFracMP in 
the Divergence Routing method is discussed in section “Understanding and Using NHDPlusV2”. 
 
When not set to -9998, the sum of the DivFrac values for all paths in a divergence (i.e. all 
records with the same NodeNumber) must equal 1. 
 
Field Name Description Format 
NodeNumber See PlusFlowlineVAA.FromNode Num(11) 
ComID ComID of an NHDFlowline feature which is a path in a 


divergence 
Long Integer 


DivFrac Fraction used for routing cumulative attributes down the 
flowlines paths in a divergence.  Values between 0 and 1 


Num(5,4) 


StatusFlag Reserved for use during NHDPlusV2 Build/Refresh Tools 
Processing 


Char(1) 
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\NHDPlusAttributes\ElevSlope (table) 
 
Description: Elevation and slope derived for NHDFlowline features. 
 
Field Name Description Format 
ComID  Common identifier of an NHDFlowline feature Long Integer 
FDate See NHDFlowline  
MaxElevRaw Maximum elevation (unsmoothed) in centimeters Num(10,3) 
MinElevRaw Minimum elevation (unsmoothed) in centimeters Num(10,3) 
MaxElevSmo Maximum elevation (smoothed) in centimeters Num(10,3) 
MinElevSmo Minimum elevation (smoothed) in centimeters Num(10,3) 
Slope Slope of flowline (meters/meters) based on smoothed 


elevations; a value of -9998 means that no slope value is 
available.  See Appendix A, step 22 for information about 
slope computation. 


Num(12,8) 


ElevFixed Flag indicating that the downstream elevation is fixed (i.e. 
not smoothed) 


Char(1) 


HWType “H” – real headwater,  “A” – Artificial Head water (i.e. all 
inflows have Gapdist > 43m) 


Char(1) 


StatusFlag Reserved for use during NHDPlusV2 Build/Refresh Tools 
Processing 


Char(1) 


SlopeLenKm NHDFlowline feature length (kilometers) used to compute 
slope.  Will be less than NHDFlowline.LengthKM when the 
NHDFlowline feature was trimmed during the hydro-
enforcement process.  See Appendix A, step 14 and 15 for 
information about trimming of NHDFlowlines. 


Num(11,3) 


 


\NHDPlusAttributes\HeadwaterNodeArea (table) 
 
Description:   For each headwater node in the surface water network, the HeadWaterNodeArea 
table contains the size of the land area that drains to the node at the upstream end of the flowline.   
 
Field Name Description Format 
ComID Common identifier of an NHDFlowline feature Long Integer 
FDate See NHDFlowline  
HwNodeSqKm Catchment area in square kilometers that drains to 


the headwater node of the NHDFlowline feature  
Num(13,4) 
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\NHDPlusAttributes\MegaDiv (table) 
 
Description:   Table containing the PlusFlow records for divergences that have more than two 
outflow paths.  
 
Field Name Description Format 
FromComID Common identifier of the upstream NHDFlowline feature Long Integer 
ToComID Common identifier of the downstream NHDFlowline feature Long Integer 
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\NHDPlusAttributes\PlusFlowlineVAA (table) 
 
Description: Value Added Attributes (VAAs) for each NHDFlowline feature that appears in the 
PlusFlow table (i.e. every NHDFlowline with NHDFlowline.FlowDir = “With Digitized”).  The 
NHDPlusV2 Build/Refresh process populates the PlusFlowlineVAA table.  The 
PlusFlowlineVAA table differs from the NHDFlowlineVAA table.  NHDFlowlineVAA is an 
official part of the NHD schema, contains any VAA values that are stored in the NHD central 
database and is not populated by the NHDPlusV2 Build/Refresh process.  
 
Additional documentation on VAAs can be found in Appendix A under “Step 6” and “Step 10” 
of the NHDPlusV2 Build/Refresh Tools process. 
 
Field Name Description Format 
ComID   Common identifier of an NHDFlowline feature Long 


Integer 
FDate See NHDFlowline  
StreamLeve  Stream level Num(2) 
StreamOrde  Modified Strahler Stream Order34   Num(2) 
StreamCalc Stream Calculator4   Num(2) 
FromNode  Unique identifier for the point at the top of the NHDFlowline feature Num(11) 
ToNode  Unique identifier for the point at the end of the NHDFlowline 


feature 
Num(11) 


HydroSeq  Hydrologic sequence number; places flowlines in hydrologic order; 
processing NHDFlowline features in ascending order, encounters the 
features from downstream to upstream; processing the 
NHDFlowline features in descending order, encounters the features 
from upstream to downstream.   


Num(11) 


LevelPathI  Level Path Identifier - Hydrologic sequence number of most 
downstream NHDFlowline feature in the level path 


Num(11) 


                                                 
3 http://en.wikipedia.org/wiki/Strahler_number 
 
4 ftp://ftp.horizon-systems.com/NHDPlus/NHDPlusV21/Documentation/TechnicalDocs/SOSC_technical_paper.pdf 
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PathLength  Distance to the terminal NHDFlowline feature downstream along the 


mainpath 
Num(13,4) 


TerminalPat Terminal Path Identifier - Hydrologic sequence number of terminal 
NHDFlowline feature 


Num(11) 


ArbolateSu  Arbolate Sum - Kilometers of stream upstream of the bottom of the 
NHDFlowline feature 


Num(13,4) 


Divergence  0 – feature is not part of a divergence 
1 – feature is the main path of a divergence 
2 – feature is a minor path of a divergence 


Num(1) 


StartFlag  0 – feature is not a headwater flowline 
1 – feature is a headwater flowline 


Num(1) 


TerminalFl  0 – not a terminal NHDflowline feature 
1 – a terminal NHDFlowline feature 


Num(1) 


DnLevel  Streamlevel of mainstem downstream NHDflowline feature Num(2) 
ThinnerCod  Not valued; Reserved for future use  
UpLevelPat  Upstream mainstem level path identifier Num(11) 
UpHydroSeq  Upstream mainstem hydrologic sequence number  Num(11) 
DnLevelPat  Downstream mainstem level path identifier Num(11) 
DnMinorHyd  Downstream minor hydrologic sequence number Num(11) 
DnDrainCou  Count of NHDFlowline features immediately downstream Num(2) 
DnHydroSeq Downstream mainstem hydrologic sequence number Num(11) 
FromMeas ReachCode route measure (m-value) at bottom of NHDFlowline 


feature 
Num(8,5) 


ToMeas ReachCode route measure (m-value) at top of NHDFlowline feature Num(8,5) 
ReachCode See NHDFlowline  
LengthKm See NHDFlowline  
FCode See NHDFlowline  
RtnDiv Returning Divergence Flag; 


0 = no upstream divergences return at the top of this NHDFlowline 
feature 
1 = one or more upstream divergences returned to the network at the 
top of this NHDFlowline feature 


Num(1) 


OutDiv Not valued; Reserved for future use Num(1) 
DivEffect Not valued; Reserved for future use Num(1) 
VPUIn Are there VPU inflows? 0(no) or 1(yes) Num(1) 
VPUOut Are there VPU Outflows? 0(no) or 1(yes) Num(1) 
TravTime Not valued; Reserved for future use; See Appendix A, Velocity Step Num(6,3) 
PathTime Not valued; Reserved for future use; See Appendix A, Velocity Step Num(13,4) 
AreaSqKm See Catchment  
TotDASqKm See CumulativeArea  
DivDASqKm See CumulativeArea  
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\NHDPlusAttributes\PlusFlow (table) 
 
Description:  A table that describes flowing and non-flowing connections between 
NHDFlowline features.  The table contains entries for: (1) pairs of NHDFlowline features that 
exchange water, (2) headwater NHDFlowline features, (3) terminal NHDFlowline features, (4) 
surface water NHDFlowline features that connect to coastline NHDFlowline features, and (5) 
coastline NHDFlowline features that connect to each other. 
 
Note: Native NHD contains a flow table called NHDFlow.  NHDFlow contains only geometric 
connections between NHDFlowline features.  PlusFlow, on the other hand, includes non-
geometric and geometric connections.   Non-geometric connections are used to represent 
situations such as return flows along an international border and underground connections in 
karst topography. 
 
Field Name Description Format 
FromComID Common identifier for the upstream 


NHDFlowline feature 
Long Integer 


FromHydSeq HydroSeq of FromComID Num(11) 
FromLvlPat LevelPathID of FromComID Num(11) 
ToComID  Common identifier for the downstream 


NHDFlowline feature 
Long Integer 


ToHydSeq Hydroseq of ToComID Num(11) 
ToLvlPat LevelPathID of ToComID Num(11) 
NodeNumber Node number at the bottom of FromComID and 


the top of ToComID 
Num(11) 


DeltaLevel  Numerical difference between StreamLevel for 
FromComID and StreamLevel for ToComID 


Num(3) 


Direction  714 – coastal connection (FromComID may be a 
coastline and ToComID is always a coastline) 
709 – flowing connection 
712 – network start (ToComID is a headwater) 
713 – network end (FromComID is a network 
end) 


Num(3) 


GapDistKm Distance between the downstream end of 
FromComID and the upstream end of ToComID 


Num(13,4) 


HasGeo “Y”es FromComID touches ToComID, “N”o, 
there is a geometry gap between FromComID and 
ToComID 


Char(1) 


TotDASqKm See CumulativeArea  
DivDASqKm See CumulativeArea  
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\NHDPlusAttributes\PlusARPointEvent (table) 
 
Description:  A table containing point events which represent the locations of flow additions to 
and flow removals from the stream network.  The network location is provided by the 
ReachCode and measure base on the linear referencing system of the NHDFlowline feature class.  
The geometry of the point events may be derived using the ArcGIS Linear Referencing Tool 
called Make Route Event Layer. 
 
Field Name Description Format 
ComID A nationally unique negative ComID assigned to 


the point of addition or removal 
Long Integer 


EventDate Data event was created Date 
ReachCode See NHDFlowline Char(14) 
ReachSMDat See NHDReachCode_ComID table Date 
ReachResol “Medium” Char(7 ) 
FeatureCom Not valued Long Integer 
FeatureCla Not valued Char(15) 
Source_Ori Not valued Char(130) 
Source_Dat Not valued Char(100) 
Source_Fea External identifier of the event point, generally a 


key in an external database 
Char(40) 


FeatureDet URL link to information about the event point Char(254) 
Measure m-value (0 to 100) of the point location along the 


NHDFlowline route defined by ReachCode 
Num(8,5) 


Offset Not valued Num 
EventType “Addition” or “Removal” Char(100) 
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\NHDPlusAttributes\PlusFlowAR (table) 
 
Description:  A table that describes the connections between NHDFlowline features, flow 
addition points and flow removal points.  See PlusARPointEvent 
 


Type of Table Entry FromComID ToComID 
Flow addition Addition point NHDFlowline feature 
Flow removal NHDFlowline feature Removal point 
Flow Transfer Removal point Addition point 
Flow use/consumption Removal point none 


 
Field Name Description Format 
FromComID ComID of NHDFlowline feature, Addition point, 


or Removal point 
Long Integer 


FromFC “NHDFlowline” or “PlusARPointEvent” Char(20) 
ToComID  ComID of NHDFlowline feature, Addition point, 


or Removal point 
Long Integer 


ToFC “NHDFlowline” or “PlusARPointEvent” Char(20) 
Quantity Quantity of Flow through this connection Num(14,7) 
Units  Units of measurement for Quantity,  “CFS” = 


cubic feet per second 
Num(3) 
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\NHDPlusFdrFacrrrrrrrr\fac (grid) 
 
Description: An ESRI integer flow accumulation grid which contains the number of cells within 
the RPU draining to each cell within the RPU based on the HydroDEM. 
 
Field 
Name 


Description Format 


Value  Number of cells that drain to each cell. See ESRI 
documentation 


 


\NHDPlusFdrFacrrrrrrrr\fdr (grid) 
 
Description: An ESRI integer flow direction grid which contains the codes that show the 
direction water would flow from each grid cell within the RPU based the HydroDEM. 


 
Field 
Name 


Description Format 


Value  The value for the grid cell.  Can be assigned one of eight 
possible values: 
   0 _  Flow ends (sink) 
   1 –  Flow is to the East 
   2 –  Flow is to the Southeast 
   4 –  Flow is to the South 
   8 –  Flow is to the Southwest 
  16 –  Flow is to the West 
  32 –  Flow is to the Northwest 
  64 –  Flow is to the North 
128 – Flow is to the Northeast 


See ESRI 
documentation 


Count Number of cells with a particular value in the Value field Long Integer 


 







57 
 


\NHDPlusFilledAreasrrrrrrrr\filledareas (grid) 
 
Description: An ESRI integer grid which identifies cells which were raised by the Fill process. 
  
Field 
Name 


Description Format 


Value  The value for the grid cell.  Can be assigned one of two possible 
values: 
   0 –  Cell was not changed by the Fill process 
   1 –  Cell was raised by the Fill process 


See ESRI 
documentation 


Count Number of cells with a particular value in the Value field Long Integer 


\NHDPlusCatSeedrrrrrrrr\catseed (grid) 
 
Description: An ESRI integer grid which contains the codes that show the locations of the seed 
cells used to produce the NHDPlusV2 catchments.  
 
Field 
Name 


Description Format 


Value  Gridcode of the catchment. See FeaturnIDGridCode  
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\NHDPlusFdrNullrrrrrrrr\fdrnull (grid) 
 
Description: An ESRI integer grid which contains the codes that show the direction water would 
flow from each grid cell based on the HydroDEM.  Identical to the fdr grid except that the stream 
network cells are set to “no data”. 


 
Field 
Name 


Description Format 


Value  For Stream Network cells, No Data 
For cells not on the stream network, the value for the grid cell 
is: 
   0 _  Flow ends (sink) 
   1 –  Flow is to the East 
   2 –  Flow is to the Southeast 
   4 –  Flow is to the South 
   8 –  Flow is to the Southwest 
  16 –  Flow is to the West 
  32 –  Flow is to the Northwest 
  64 –  Flow is to the North 
128 – Flow is to the Northeast 
NoData – a stream network cell 


See ESRI 
documentation 


Count Number of cells with a particular value in the Value field Long Integer 


\NHDPlusHydroDemrrrrrrrr\hydrodem (grid) 
 
Description: An ESRI integer grid of the hydro-conditioned digital elevation model, with all 
aspects of the NHDPlus burn components integrated and filled. This grid is used to generate the 
flow direction grid from which the flow accumulation and catchment grids are generated. The 
elevations are in centimeters.  
 
Field 
Name 


Description Format 


Value  Elevation value in centimeters See ESRI 
documentation 
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\NHDPlusBurnComponents\BurnLineEvent (table) 
 
Description: Events that describe the parts of NHDFlowline features are used for hydro-
enforcement. 
 
Field Name Description Format 
ComID Common identifier of an NHDFlowline feature Long Integer 
GridCode See ComIDGridCode  
Hydroseq See PlusFlowlineVAA  
FCode See NHDFlowline  
FType See NHDFlowline  
Fdate See NHDFlowline  
ReachCode See NHDFlowline  
ReachSMDat See NHDReachCodeComID  
FromMeas Downstream BurnLineEvent Measure (m-value) Num(8,5) 
ToMeas Upstream BurnLineEvent Measure (m-value) Num(8,5) 
StartFlag See PlusFlowlineVAA  
LengthKm See PlusFlowlineVAA  
BurnLenKm Length of BurnLineEvent feature Num(7,3) 
Divergence See PlusFlowlineVAA  
StreamLevel See PlusFlowlineVAA  
StreamCalc See PlusFlowlineVAA  
StatusFlag Reserved for use during NHDPlusV2 Build/Refresh Tools 


Processing 
Char(1) 


InRPU RPU that contains the BurnLineEvent feature Text(8) 
GridCode GridCode assigned to the NHDFlowline feature Long Integer 
Catchment “Y” – line will receive a catchment, “N” - will not receive a 


catchment 
Text(1) 


Burn “Y” – line will be used for hydro-enforcement, “N” - will not 
be used for hydro-enforcement 


Text(1) 
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\NHDPlusBurnComponents\BurnWaterbody (polygon featu re class) 
 
Description: NHDWaterbody and NHDArea features used for hydro-enforcement. 
 
Field Name Description Format 
ComID Common identifier of the NHDWaterbody feature or 


NHDArea feature 
Long Integer 


SourceFC NHD Feature Class – “NHDWaterbody”, “NHDArea” Character(20) 
FCode See NHDWaterbody or NHDArea  
ReachCode See NHDWaterbody  
ReachSMDate See NHDReachCodeComID  
OnOffNet On/Off network flag – 1 = On network, 0 = Off network Num(1) 
PurpCode Purpose Code Char(2) 
PurpDesc Purpose Description Char(254) 
Shape_Leng Feature Length in Decimal Degrees See ESRI 


documentation 
Shape_Area Feature Area in Decimal Degrees See ESRI 


documentation 
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\NHDPlusBurnComponents\Sink (point feature class) 
 
Description: Point locations of sinks used for hydro-enforcement. 
 
Field Name Description Format 
SinkID Unique identifier for Sink point Long Integer 
GridCode See Catchment and Cat  
PurpCode Purpose of Sink, See Appendix E Char(2) 
PurpDesc Description of Sink Char(254) 
StatusFlag Reserved for use during NHDPlusV2 Build/Refresh Tools 


Processing 
Char(1) 


FeatureID The id of a feature in another feature class.  This is a 
ComID, if the feature is in NHDFLowline or  
      NHDWaterbody 
Gaz_ID, if the feature is in WBD_Subwatershed 
PolyID, if the feature is in BurnAddWaterbody 


Long Integer 


SourceFC The feature class of the feature referenced in FeatureID.  
Values are “NHDFlowline”, “NHDWaterbody”, 
“WBD_Subwatershed”,  “BurnAddWaterbody”. 


Char(20) 


FDate If SourceFC = “NHDFlowline”, this is the 
NHDFlowline.Fdate value. 


Date 


GridCode GridCode assigned to the Sink point Long Integer 
InRPU RPU ID that holds the Sink. Char(8) 
Catchment “Y” – line will receive a catchment, “N” or Null - will not 


receive a catchment 
Text(1) 


Burn “Y” – line will be used for hydro-enforcement, “N” or Null - 
will not be used for hydro-enforcement 


Text(1) 


 


\NHDPlusBurnComponents\Wall (line feature class) 
 
Description: Lines used as walls in hydro-enforcement. 
 
Field Name Description Format 
WallID Unique identifier for wall line Long Integer 
Source_Id Place holder for WBD unique identifier (not part of the 


WBD data model used for NHDPlus) 
Long Integer 
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\NHDPlusBurnComponents\LandSea (polygon feature cla ss) 
 
Description: Polygons used for hydro-enforcement along the NHD coastline. 
 
Field Name Description Format 
LandSeaID Unique identifier for land/sea polygon Long Integer 
Land A numeric code to identify land/sea/estuary areas.  


1 = Land, -2 = Sea, -1 = Estuary 
Short Integer 


 


\NHDPlusBurnComponents\BurnAddLine (line feature cl ass) 
 
Description: Additional lines not in BurnLineEvent that are needed for hydro-enforcement. 
 
Field Name Description Format 
LineID Unique identifier for wall line Long Integer 
PurpCode Purpose of added line.  See Appendix E. Text(2) 
PurpDesc Description of added line. Text(254) 
GridCode Manually assigned gridcodes.  See Appendix A, Step 15. Long Integer 
StreamLeve Manually assigned stream level value. See Appendix A. Short Integer 
HydroSeq See PlusFlowLineVAA; a manually assigned number that 


puts the additional line is the proper hydrologic sequence 
with BurnLineEvent. 


Long Integer 


 


\NHDPlusBurnComponents\BurnAddWaterbody (polygon fe ature 
class) 
 
Description: Additional waterbodies not in BurnWaterbody that are needed for hydro-
enforcement. 
 
Field Name Description Format 
PolyID Unique identifier for wall line Long Integer 
PurpCode Purpose of added waterbody (see Appendix E) Text(2) 
PurpDesc Description of added waterbody Text(254) 
OnOffNet 0 = Off network, 1 = On network Short Integer 
FCode See NHDFCode  
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NHDPlusV2 Extended Feature Class and Table Descriptions 
 
 
 
 
 
 
 
 
 
 
 
 


\EROMExtension\EROM_MA0001 and EROM_mm0001 (tables)  
 
Description: Extended Unit Runoff Method (EROM) mean annual flow statistic estimates and 
mean monthly flow statistic estimates for NHDFlowline features in the NHDPlus network.   The 
best EROM flow and velocity estimates are the gage adjusted values. These values are Q0001E and 
V0001E, respectively, in the tables. Table 2 of the EROM QA report provides an estimate of how good 
these flow estimates are as compared to gage flows. For “natural” flows and velocities, the best estimates 
are the Reference Gage Regression values. These values are Q0001C and V0001C, respectively, in the 
tables. The “RefGage Reg” column in Table 3 of the EROM QA Report provides an estimate of how 
good these flow estimates are as compared to gage flows. 
 
Note:  In EROM_mm0001, mm is 01 through 12 for January through December. 
 
All Flow estimates are in cubic feet per second (cfs) and represent the flow at the bottom 
(downstream end) of the NHDFlowline feature. 
 
All Velocity computations are in feet per second (fps) using the Jobson Method (1996) and 
represent the velocity at the bottom of the NHDFlowline feature. 
 
Field Name Description Format 
ComID Common identifier of an NHDFlowline feature Long Integer 
Q0001A Flow from runoff (cfs) Num(14,3) 
V0001A Velocity for Q0001A (fps) Num(14,5) 
QIncr0001A Incremental Flow from runoff (cfs) Num(13,5) 
Q0001B Flow with Excess ET (cfs) Num(14,3) 
V0001B Velocity for Q0001B (fps) Num(13,5) 
QIncr0001B Incremental Flow With Excess ET (cfs) Num(13,5) 
Q0001C Flow with Reference Gage Regression applied to Q0001B 


(cfs) 
Num(14,3) 


V0001C Velocity for Q0001C (fps) Num(13,5) 
QIncr0001C Incremental Flow by subtracting the sum of upstream Num(13,5) 


The following conventions are used when describing NHDPlusV2 component attributes: 
• Field formats are intended to be technology-neutral.  Primary and foreign keys are all long 


integer format to facilitate relates and joins.  Other formats show the maximum size and 
precision of the field. 


• A particular database technology may dictate the format for a given field.  As an example, a 
number with 6 total digits with 3 to the right of the decimal point is specified in this volume 
as (6,3), however it would be (7,3) in a .dbf file. 


• All redundancy (un-normalized fields) in the database has been introduced to increase 
performance in the build/refresh tools and end-user tools. 


• All field names are verbose to enhance readability, however, in some implementation 
formats, the field names may be truncated.  For example, field names will be truncated to 10 
characters in .dbf files. 


• A field value of -9998 signifies that a value is applicable, but unknown. 
• A field value of -9999 signifies that a value is not applicable 
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Q<eeee>C flows from the sum of the upstream Q0001C 
(cfs) 


Q0001D Flow with PlusFlowAR (cfs) Num(14,3) 
V0001D Velocity for Q0001D (fps) Num(13,5) 
QIncr0001D Incremental flow with PlusFlowAR (cfs) Num(13,5) 
Q0001E Flow from gage adjustment (cfs) Num(14,3) 
V0001E Velocity from gage adjustment (fps) Num(13,5) 
QIncr0001E Incremental flow from gage adjustment (cfs) Num(13,5) 
Q0001F Flow from gage sequestration step (cfs) Num(14,3) 
QIncr0001F Incremental flow from gage sequestration step (cfs) Num(13,5) 
ARQ0001Nav PlusflowAR flow not available on flowline (cfs) Num(14,3) 
Temp0001 Catchment temperature  (Deg. C) Num(14,5) 
PPT0001 Catchment precipitation (mm) Num(14,5) 
PET0001 Catchment PET (mm) Num(14,5) 
QLoss0001 Catchment flow loss from Excess ET (cfs) Num(14,3) 
QG0001Adj Gage adjustment flow (cfs) Num(14,3) 
QG0001Nav Gage adjustment flow not available ( cfs) Num(14,3) 
DivDASqKm Divergence-routed cumulative area  Num(14,6) 
AreaSqKm See Catchment Num(14,6) 
Lat Average Latitude of catchment in decimal degrees Num(9,5) 
GageAdj Flag indicating that Q<eeee>E and Qincr0001E have been 


adjusted by gage flow. “0” = not adjusted, “2” = adjusted, 
including the NHDFlowline feature at the gage and the 
NHDFlowline features upstream. 


Text(1) 


AvgQAdj Gage Q adjusted for bottom of an NHDflowline feature 
(cfs) 


Num(14,3) 


SMGageID The ID of the gage located on NHDFlowline feature Text(16) 
SMGageq Gaged flow measured by the gage on NHDFlowline 


feature (cfs) 
Num(14,3) 


ETFract1 Excess ET Fraction 1 Num(5,3) 
ETFract2 Excess ET Fraction 2 Num(5,3) 
A Reference gage regression coefficient “a” Num(11,5) 
B Reference gage regression coefficient “b” Num(11,5) 
BCF Reference gage regression Bias Correction Factor Num(11,5) 
r2 Reference gage regression Log-Log r2 Num(11,4) 
SER Reference gage regression log-log Standard Error of the 


Regression 
Num(11,5) 


NRef  Number of Reference gages used in the regression Num(5,4) 
GageSeqP Proportion of gages to sequester in the gage sequestration 


step. Values 0 to 1. 
Num(5,3) 


GageSeq 0 = gage not sequestered, 1= gage sequestered Num(5,3) 
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\EROMExtension\EROMQA_0001 (pdf) 
Description:  QA statistics, in report form, for the EROM mean annual and mean monthly flow 
estimates contained in \EROMExtension\EROM_MA0001 and EROM_mm0001 tables. 
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\EROMExtension\EROMQA_MA0001 and EROMQA_mm0001 (tab les) 
 
Description: QA statistics in table form for the EROM mean annual flow estimates in the 
EROMMA_0001 and for the mean monthly flow estimates in EROM_mm0001.  The file layout 
is designed to facilitate graphical and statistical analyses. All data values are adjusted for the 
bottom of the flowline. The files are sorted by GageRef so that all of the reference gages are at 
the top of the file; this is useful for users who want to look at graphs or additional statistics for 
only the reference gages. 
 
Note: In EROMQA_mm0001, mm is 01 through 12 for January thru December.   
 
Field Name Description Format 
ComID Common identifier of an NHDFlowline 


feature 
Long Integer 


GageID The NWIS gageid Text(16) 
GageRef Text field: “Ref” = Falcone Reference 


Gage. Blank = not Reference gage. 
Char(3) 


DivDASqKm The NHDPlusV2 divergence-routed 
drainage area at the bottom of the 
flowline.(SqKm) 


Num(14,3) 


Q_E The Gage Flow (cfs) Num(14,3) 
Q_A Cumulative runoff (cfs) Num(14,3) 
Q_B Q_A – Excess ET (EET) (cfs) Num(14,3) 
Q_C Q_A - EET +/- Refgage Regression 


Adjustment (cfs) 
Num(14,3) 


Q_D Q_A – EET +/ Refgage Regression 
Adjustment +/- PlusFlowAR (cfs) 


Num(14,3) 


Q_EUnitRo Q_E / DivDASqKm (cfs/sqkm) Num(14,3) 
Q_AUnitRo Q_A / DivDASqKm (cfs/sqkm) Num(14,3) 
Q_BUnitRo Q_B / DivDASqKm (cfs/sqkm) Num(14,3) 
Q_CUnitRo Q_C / DivDASqKm (cfs/sqkm) Num(14,3) 
Q_DUnitRo Q_D / DivDASqKm (cfs/sqkm) Num(14,3) 
Q_ADelta Q_E – Q_A (cfs) Num(14,3) 
Q_BDelta Q_E – Q_B (cfs) Num(14,3) 
Q_CDelta Q_E – Q_C (cfs) Num(14,3) 
Q_DDelta Q_E – Q_D (cfs) Num(14,3) 
Q_AURoDelt Q_Eunitro – Q_Aunitro (cfs/sqkm) Num(14,3) 
Q_BURoDelt Q_Eunitro – Q_Bunitro (cfs/sqkm) Num(14,3) 
Q_CURoDelt Q_Eunitro – Q_Cunitro (cfs/sqkm) Num(14,3) 
Q_DURoDelt Q_Eunitro – Q_Dunitro (cfs/sqkm) Num(14,3) 
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\VogelExtension\VogelFlow (table) 
 
Description: Vogel Method flow volume and velocity estimates for NHD flowlines.  The Vogel 
Method is not applicable for total drainage area ranges that fall outside of the AreaMax and 
AreaMin values in the Vogel_Coefficients Table (see Appendix A, Vogel ).  These drainage area 
ranges vary by Hydroregion. 
 
Field Name Description Format 
ComID  Common identifier of an NHDFlowline feature Long Integer 
MAFlowV  Mean Annual Flow (cfs) at bottom of flowline using Vogel 


Method. 
Num(14,7) 


MAVelV Mean Annual Velocity (fps) at bottom of flowline using 
Jobson Method (1996) with MAFlowV. 


Num(8,5) 
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\VPUAttributeExtension\IncrLat (comma delimited tab le) 
 
Description:  Mean latitude of each NHDPlusV2 catchment. 
 
Field Name Description Format 
FeatureID FeatureID of an NHDPlusV2 Catchment Long Integer 
MissDataA Area of Catchment with no data Num(13,4) 
LatVT Value Type, “V” meaning average Char(1) 
LatV Mean latitude in degrees Num(5,2) 
HydroSeq When FeatureID represents an NHDFlowline feature, the 


Hydrologic Sequence Number of the feature; When 
FeatureID represents a Sink, set to -9998 


Num(11) 
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\VPUAttributeExtension\ROMA0001 and ROMMmm0001 (com ma 
delimited tables) 
 
Description:  Mean annual and mean monthly runoff in the area of each NHDPlusV2 catchment.  
There is a mean monthly table for each month (mm = 01 through 12).  Mean annual runoff 
values were used in computing EROM mean annual flow estimates.  The mean monthly runoff 
values will be used to compute EROM mean monthly flow estimates in the future (see Appendix 
A:  EROM). 
 
Note:   If a catchment extends beyond the extent of the runoff data (e.g. into Canada or Mexico), 
the value will be the runoff over the portion of the catchment which does have data.  MissDataA 
will contain the area in the catchment where data was not available. 
 
Field Name Description Format 
FeatureID FeatureID of an NHDPlusV2 Catchment Long Integer 
MissDataA Area of Catchment with no data Num(13,4) 
RunOffVT Value Type, “V” meaning average Char(1) 
RunOffV Mean runoff  (mm) Num(5,2) 
HydroSeq When FeatureID represents an NHDFlowline feature, the 


Hydrologic Sequence Number of the feature; When 
FeatureID represents a Sink, set to -9998 


Num(11) 
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\NHDPlusAttributeExtension\IncrPrecipMA and IncrPre cipMMmm 
(tables) 
 
Description:   Mean annual and mean monthly precipitation averaged over the area of each 
NHDPlusV2 catchment.  IncrPrecipMA contains the mean annual precipitation and the 12 
IncrPrecipMMnn tables contain the mean monthly values where mm = 01 through 12). The 
precipitation values have been computed using a grid which combined the Parameter-elevation 
Regressions on Independent Slopes Model data (PRISM) (http://www.prismclimate.org) for the 
conterminous U.S. and a set of 1-km grids from the Canadian Forest Service, Natural Resources 
Canada, for areas in Canada.  Mean annual precip values were used in computing EROM mean 
annual flow estimates.  The mean monthly precip values will be used to compute EROM mean 
monthly flow estimates in the future. (see Appendix A:  EROM) 
 
Note:  If a catchment extends into Mexico and therefore beyond the extent of the precipitation 
data, the value will be the average over the portion of the catchment which does have data.  
MissDataA will contain the area in the catchment where data was not available. 
 
Field Name Description Format 
FeatureID FeatureID of an NHDPlusV2 Catchment Long Integer 
MissDataA Area of Catchment with no data Num(13,4) 
PrecipVT Value Type, “V” meaning average Char(1) 
PrecipV Mean precipitation in millimeters * 100 Num(5,2) 
HydroSeq When FeatureID represents an NHDFlowline feature, the 


Hydrologic Sequence Number of the feature; When 
FeatureID represents a Sink, set to -9998 


Num(11) 


 


\NHDPlusAttributeExtension\CumTotPrecipMA and CumDi vPrecipMA 
(tables) 
 
Description: Mean annual precipitation accumulated down the NHDFlowline network. Two 
tables are created:  (1) Total upstream accumulation and (2) Accumulation based on the 
Divergence Routed method.   
 
Field Name Description Format 
FeatureID ComID of an NHDFlowline feature and, where applicable, 


FeatureID of an NHDPlusV2 Catchment 
Long Integer 


MissDataA Area of Drainage Area with no data Num(13,4) 
PrecipCT Value Type, “V” meaning average Char(1) 
PrecipCV Mean annual precipitation in area upstream of the bottom 


of flowline in millimeters * 100 
Num(5,2) 


Hydroseq Hydrologic Sequence Number of an NHDFlowline feature Num(11) 
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\NHDPlusAttributeExtension\IncrTempMA and IncrTempM Mmm 
(tables) 
 
Description: Mean annual and mean monthly temperature averaged over the area of each 
catchment.  IncrPrecipMA contains the mean annual precipitation and the 12 IncrPrecipMMnn 
tables contain the mean monthly values where mm = 01 through 12). The temerature values have 
been computed using a grid which combined the Parameter-elevation Regressions on 
Independent Slopes Model data (PRISM) (http://www.prismclimate.org) for the conterminous 
U.S. and a set of 1-km grids provided by the Canadian Forest Service, Natural Resources 
Canada, for areas in Canada.   Mean annual temperature values were used in computing EROM 
mean annual flow estimates.  The mean monthly temperature values will be used to compute 
EROM mean monthly flow estimates in the future (see Appendix A:  EROM) 
 
Note:  If a catchment extends into Mexico and therefore beyond the extent of the temperature 
data, the value will be the average over the portion of the catchment which does have data.  
MissDataA will contain the area in the catchment where data was not available. 
 
Field Name Description Format 
FeatureID FeatureID of an NHDPlusV2 Catchment Long Integer 
MissDataA Area of Catchments with no data Num(13,4) 
TempVT Value Type, “V” meaning average Char(1) 
TempV Mean annual temperature in degrees centigrade * 100 Num(5,2) 
HydroSeq When FeatureID represents an NHDFlowline feature, the 


Hydrologic Sequence Number of the feature; When 
FeatureID represents a Sink, set to -9998 


Num(11) 


 


\NHDPlusAttributeExtension\CumTotTempMA and CumDivT empMA 
(tables) 
 
Description: Mean annual temperature accumulated down the flowline network.  Two types of 
tables are created:  (1) Total upstream accumulation and (2) Accumulation based on the 
Divergence Routed method.   
 
Field Name Description Format 
FeatureID ComID of an NHDFlowline feature and, where applicable, 


FeatureID of an NHDPlusV2 Catchment 
Long Integer 


MissDataA Area of Drainage Areas with no data Num(13,4) 
TempVCT Value Type, “V” meaning average Char(1) 
TempVC Mean annual temperature in area upstream of the bottom of  


flowline in degrees centigrade * 100 
Num(5,2) 


Hydroseq Hydrologic Sequence Number of an NHDFlowline feature Num(11) 
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Understanding and Using NHDPlusV2 
Note:  User-written scripts that illustrate the use of NHDPlusV2 will be posted on the 
NHDPlusV2 Web page. 


NHDPlus and Divergences 
 
The NHDPlusV2 network includes complex network components, especially divergent and 
complex flow paths.  These types of network components are illustrated in Figure 7. A 
convergent junction is the simplest type of junction and poses no problems in downstream 
routing and accumulating attributes, such as drainage area.  Divergent and other types of 
complex junctions, however, pose particular issues in computing cumulative values. These issues 
and how the cumulative values are computed in NHDPlusV2 are described below. 
 


NHDPlus: Complex Hydrography


Convergent
Junction


Divergent
Junction


Complex
Junction


 
Figure 7: NHDPlusV2 Complex Hydrography 


 


The DIVERGENCE field in the \NHDPlusAttributes\PlusFlowlineVAA table defines “main” 
and “minor” paths at divergences.  One path is designated as the main path and is given a 
DIVERGENCE field value of “1”.  All other paths in the divergence are designated as minor 
paths and are given a DIVERGENCE field value of “2”, as illustrated in Figure 8. 
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Main Path
Divergence = 1


Minor Path
Divergence = 2


 
Figure 8: Main and Minor Paths in NHDPlusV2 


 
In many cases, the divergences are “local”, as shown in Figure 9, where the divergence returns to 
the main network at the next downstream confluence.  The red flowlines represent the 
divergences. The blue lines represent flowlines not affected by these divergences because the 
divergent streams have rejoined the network upstream of the blue lines.  
 


 
Figure 9: “Local” Divergences 
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There are many situations in NHDPlusV2 which are much more complex; for example multiple 
divergences, braided streams, coastal drainage patterns, and divergences where the divergent 
flowlines never re-join the network downstream. As shown in Figure 10:, these complex 
divergences do not return immediately to the main network and may flow into additional 
divergences and return to the main network many miles downstream. In routing and 
accumulating downstream, cumulative values will be affected by divergences on the red 
flowlines while the blue flowlines are not affected by the divergences. As can be seen, the 
divergences can affect multiple flowlines. 
 
 


 
Figure 10:  More Complex Divergent Junction Example 


 


Total Upstream Accumulation and Divergence-Routed A ccumulation 
 
When accumulating attributes downstream along the NHDPlusV2 network, there are two 
approaches.  The first approach is called “total upstream accumulation” which means that the 
accumulated value for an attribute, at each NHDFlowline feature along the network, is the total 
value of the attribute upstream of the bottom of the NHDFlowline feature.  The second approach 
is called “divergence-routed accumulation” which means that at each divergence, a portion of the 
accumulation is routed down each path of the divergence such that the sum of the portions is 
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100% of the accumulation.  The divergence-routed accumulation values for an attribute, at each 
NHDFlowline feature along the network, will not include portions that have been routed down 
minor divergent paths that have not yet returned to the main network. 
 
At the vast majority of divergences, there is no knowledge of how to apportion an accumulation 
down each path of a divergence.  Where there is no knowledge, NHDPlusV2 uses defaults that 
route 100% down main paths (PlusFlowlineVAA.Divergence=1) and 0% down minor paths 
(PlusFlowlineVAA.Divergence=2).  The NHDPlusV2 table called DivFracMP enabled, during 
NHDPlusV2 production, the specification of percentages, other than 100% and 0%, to be routed 
down the main and minor paths, respectively.   There are a handful of locations where stream 
gage information provided something other than a 100%/0% split and the actual split is recorded 
in DivFracMP. 
 
As shown in Figure 11, the effect of using the Divergence-Routed accumulation method, in the 
absence of information from DivFracMP, is that, on minor divergent flowlines and the flowlines 
downstream of the minor divergences (until the divergent path re-joins the main path), the values 
(such as drainage area, flow, and all other cumulative attributes) will not include the cumulative 
values upstream of the divergence.  
 


Main Path
Divergence = 1


Minor Path
Divergence = 2


Cumulative Attributes
Routed down the main path


 
Figure 11:  Divergence-Routed Accumulation Method: Attributes are routed down the main path 


Building an NHDPlusV2 Attribute Accumulator 
There are two types of requirements for attribute accumulation: site specific accumulation or an 
accumulation across the entire network.  Site specific accumulation can be done easily with 
upstream navigation followed by aggregation, based on the navigation results, of any attributes 
that have been assigned to NHDFlowline features or their associated catchments.  An entire 
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network accumulation is one where the desired attributes are accumulated for each 
NHDFlowline feature and saved in an attribute table for future use. Entire network 
accumulations need a program or script to accomplish the accumulation task.  This section 
addresses the specifications for such a program. 
 
For example, assume that a new attribute has been defined and that incremental values for the 
attribute have been assigned to each NHDFlowline feature or its catchment.  The objective of 
accumulation is to aggregate the incremental values such that, at any particular NHDFlowline 
feature/catchment in the network, the value of the attribute for the area upstream of the 
feature/catchment is computed.  Aggregation uses different mathematical operations depending 
on the attribute being aggregated.  For example, the “drainage area” attribute is additive, while 
the “percent of area in forest” is computed using an area-weighted average. 
 
There are two techniques for accumulating attributes for every flowline: Total Upstream 
Accumulation and Divergence-routed Accumulation (see section entitled “Total Upstream 
Accumulation and Divergence-Routed Accumulation”). 
 
The Divergence-Routed accumulation method starts at the top of the network and moves 
downstream aggregating together the features’/catchments’ incremental values and storing the 
result at each feature/catchment.  The advantage of this method is that it is fast, taking only 
minutes to run. The disadvantage of this method is that it must make decisions at flow splits 
(divergences) about which way to route the accumulated value.  The value may not be routed 
down both paths of a divergence because, if those diverging paths come back together (which is 
frequently the case), the accumulation will begin to double-count the attribute. In the 
NHDPlusV2 accumulated attributes, both accumulation methods are used and cumulative values 
are provided for both methods.  It is easy to see that the Divergence-Routed Accumulation 
method is very sensitive to errors in divergence classifications.  When the wrong path is 
designated as the major path, the accumulation goes down the wrong path.  In addition, 
NHDFlowline features that are downstream of divergences that have not yet returned to the 
major network path will not receive the full accumulated value from upstream.  This may be 
appropriate for some attributes but not for others. 
 
The Total-Upstream Accumulation Method is similar to the site specific method, discussed 
above, where the accumulation for each NHDFlowline feature is the aggregation of all the 
incremental values from upstream.  The advantages of this method are that it is not sensitive to 
errors in divergence classifications and always gives the full accumulated value regardless of the 
presence of upstream unresolved divergences. The disadvantage of this method is that it takes 
some time to run – hours, perhaps days, not minutes. 
 
Specifications for a script which performs the Divergence-Routed method are provided here. As 
an example, begin with a file that contains NHDFlowline feature ComIDs or Catchment 
FeatureIDs and the incremental value for a single attribute that has been assigned to each 
NHDFlowline feature or catchment.  For this specification, assume that the file is called 
IncrementalAttributeFile and that it has the fields ComID and AttrValue. 
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1. Add to IncrementalAttributeFile a field for the cumulative value for the attribute. Let’s 
call this CumAttrValue. 


2. Join IncrementalAttributeFile with \NHDPlusAttributes\PlusFlowlineVAA using 
ComID.  For performance, we’ll delete from the joined file every record that has 
hydroseq = 0.  These lines are not in the NHDPlusV2 stream network, therefore they are 
not needed in an accumulation. 


3. Sort the joined file by Hydroseq descending. 
4. Accumulation procedure: 


4.1. Get next record from the sorted file.  If end of file, quit. 
4.2. If PlusFlowlineVAA.Startflag = 1 (i.e., this is a headwater and there is nothing 


upstream) or PlusFlowlineVAA.Divergence = 2 (i.e., nothing is routed down the 
minor paths of the divergence), then set CumAttrValue = AttrValue and go to step 
4.1. 


4.3. Find all the inflows to this current NHDFlowline feature: inflows are records in 
the joined file where the PlusFlowlineVAA.tonode = 
PlusFlowlineVAA.fromnode of the current flowline. 


4.4. Set CumAttrValue = AttrValue + the CumAttrValue for each inflow. 
4.5. Go to step 4.1. 


 
This procedure routes the accumulation down the mainpath at each divergence. Alternatively, the 
accumulation may be apportioned to the different paths in the divergence using the contents of 
\NHDPlusAttributes\DivFracMP table or other apportioning method, as long as 100% (neither 
less nor more) of the accumulation is routed down the paths from any single divergence.   


Understanding NHDPlus Slope 
NHDPlus slope is unit-less.  It can be viewed as cm/cm or m/m or km/km.  The units are the 
same in both the numerator and denominator and therefore cancel out.  Cm/cm appears 
elsewhere in this documentation to show that it is unit-less. 
 
Minimum and maximum smoothed elevations for flowlines, in the 
\NHDPlusAttributes\ElevSlope table, are expressed in meters and NHDFlowline feature length, 
in the NHDFlowline feature class, is in kilometers.  Therefore when slope is calculated with 
these fields the result is slope in meters per kilometer (m/km): 
 
maxelevsmo(m) - minelevsmo(m) 
 ____________________                     =   slope in m/km 
        LengthKM(km) 
 
To get the unit-less slope given in \NHDPlusAttributes\Elevslope.slope the units must be 
converted as follows: 
 


slope in m/km * 1 km/1000m = slope (unit-less) 
 
NHDPlus slopes are constrained to be greater than or equal to 0.00001. 
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Finding the Upstream Inflows to an NHDPlus Dataset 
All NHDPlusV2 VPU workspaces are hydrologically complete drainage areas except the 
datasets that make up the Colorado River (NHDPlus14 and NHDPlus15) and the Mississippi 
River (NHDPlus05, NHDPlus06, NHDPlus07, NHDPlus08 (including the 4-digit HUC 0318), 
NHDPlus10L, NHDPlus10U, and NHDPlus11).  When navigating the stream network in either 
of these areas, it is necessary to determine if the navigation should be continued in an upstream 
or downstream NHDPlusV2 VPU workspace.   
 
It is possible to determine upstream inflows to any NHDPlusV2 VPU workspace by using the 
\NHDPlusGlobalData\NHDPlusConnects table.  All inter-VPU connections are stored as records 
in this table. 


Finding all the Tributaries to a Stretch of River 
First, find the stretch of interest along the main river using one of these methods: 


 
Method 1: Navigate upstream mainstem on the major river from the desired starting 
flowline for the desired distance. 
 
Method 2: Use the attributes in the \NHDPlusAttributes\PlusFlowlineVAA table.  
Establish the StartPathlength as the Pathlength attribute of the starting NHDFlowline 
feature.  Query all NHDFlowline features with the major river’s LevelPathID where 
(Pathlength - StartingPathlength) <= desired distance.  If the desired stretch of river does 
not start at the mouth of the river, remove from the query any NHDFlowline features that 
have Hydroseq < Hydroseq of the starting NHDFlowline feature. 
  


Then, find the tributaries to the stretch: 
Join the \NHDPlusAttributes\PlusFlow.ToComID to the list of ComIDs from Method1 or 
Method2. 
All the \NHDPlusAttributes\Plusflow.FromComID's in the joined records are the 
ComIDs of the downstream NHDFlowline features of the tributaries to the desired stretch 
of main river. 


NHDFlowline Features with "Known Flow" vs. Features  with “Unknown 
Flow”  
There are approximately 3 million NHDFlowline features in NHDPlusV2.  Most, but not all, of 
these features have a known flow direction. Flow direction information is contained in an 
attribute called FlowDir in the NHDFlowline feature class attribute table.  FlowDir can have the 
values “With Digitized” (known flow direction) or “Uninitialized” (unknown flow direction).  
The features having unknown flow direction are primarily of three types: isolated stream 
segments, canal/ditches, and some channels inside braided networks.  The features with known 
flow direction are the subset of the NHDFlowline feature class which makeup the NHDPlusV2 
surface water network.  The “plus” part of NHDPlusV2 is built just for the flowlines with known 
flow direction.  In other words, catchments and attributes based on catchment area are only 
included in NHDPlusV2 features with known flow direction.  When using NHDPlusV2, it is 
useful to symbolize the NHDFlowline feature class using the FlowDir attribute.  This will help 
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eliminate confusion about what is considered in the NHDPlusV2 surface water network and what 
is not.  In Figure 12:, the dark blue lines are those NHDFlowline features with known flow 
direction and, consequently, are included in the “plus” part of NHDPlusV2.  The broad cyan 
lines are NHDFlowline features with unknown flow direction and, consequently, are not part of 
the “plus” part of NHDPlusV2. 
 


 
Figure 12: NHDFlowline Features With Known and Unknown Flow Direction 


How WBD Boundaries Relate to NHDPlusV2 Catchment Bo undaries  
 
The latest available WBD version was used for each VPU during NHDPlusV2 processing.  The 
WBD stewardship team performed an edit pass across the U.S. in advance of the NHDPlusV2 
processing, to ensure that the WBD was as up-to-date as possible for each of the NHDPlusV2 
VPUs. NHDPlusV2 data includes, in the VPU \WBDSnapshot folders, the WBD boundaries 
used during catchment delineation in each VPU. 
  
The date of the WBD snapshot that was used for each VPU’s NHDPlusV2 processing is 
provided in the NHDPlusV2 metadata found in the \NHDPlusV2nn_Metadata folder.  The 
chronology of WBD updates that occurred during the NHDPlusV2 production is provided in the 
\NHDPlusV2nn_Metadata\wbd_poly_seamless_yyyymmdd.met.  The process descriptions are 
chronological and one can see what updates were and what updates were not in each snapshot.   


Prior to public release, the NHD snapshot ReachCodes on NHDFlowline and NHDWaterbody 
features were adjusted to reflect the HUC8s in the 2/1/2012 version of WBD.  This means that, 
in some NHDPlusV2 workspaces, there are some NHDFlowline and NHDWaterbody features 
may have ReachCodes that reflect a different hydrologic region than the VPU in which the 
features are stored.  For example, the \NHDPlusNE\NHDPlus01\NHDSnapshot has ReachCodes 
that start with "0415". 







80 
 


How do Catchment Boundaries differ from WBD Snapsho t Boundaries  


This topic is discussed in detail in Appendix F. 


Main Flowline Network vs. Isolated Networks  
The majority of the NHDPlus surface water network features drain to the Atlantic Ocean, Pacific 
Ocean, Gulf of Mexico, Canada, Mexico, or to one of the Great Lakes.  These features are the 
ones that compose the NHDPlus “main” flowline network.  In addition, NHDPlus contains many 
isolated networks throughout the U.S.  An isolated network is one that appears to terminate into 
the ground.  Many isolated networks either seep into the ground or end due to excess 
evaporation.  These are often called “non-contributing” networks and, while they can occur in 
any part of the country, they are found primarily found in the Southwestern U.S. and in 
southeastern parts of hydrologic region 17 (Pacific Northwest).  Some isolated networks are 
mapping errors.  These networks should be connected to the main NHDPlus network.  Figure 
13: and Figure 14 illustrate isolated networks that are non-contributing and mapping errors, 
respectively.    
 


 
Figure 13:  Non-contributing Isolated Networks Teal lines are terminal segments of isolated networks. 
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Figure 14:  Map error - The cross-hairs are the edges of USGS quad maps. 


 
Isolated networks may be located in any NHDPlusV2 drainage area.  To find isolated networks, 
join the PlusFlowlineVAA attribute table to the NHDFlowline feature class using the ComID 
field in each.  Then select all flowlines with PlusFlowlineVAA.Terminalfl = 1.  The flowlines 
selected will be those with known flow direction that are considered by the NHD Snapshot as 
terminal flowlines. 
 
Catchment delineation and flow grids for isolated networks have been much improved between 
NHDPlusV1 and NHDPlusV2.  This has occurred for two main reasons.  First, there was an 
extensive effort to connect up isolated networks to the main network, for networks that were 
isoated because of mapping errors.  Second, sinks were placed at the terminal ends of the 
networks that remained isolated in NHDPlusV2.  Figure 15 shows synthetic networks generated 
from the fdr and fac grids for the same area, comparing NHDPlusV1 to NHDPlusV2.  The 
improved alignment of the NHD streams with the synthetic network results in much better 
catchment delineation. 
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Figure 15 – Illustration showing the horizontal displacement between the NHD streams of an isolated network, in 
blue on the left image (NHDPlusV1) to the synthetic streams of the “filled” HydroDEM in red.  In NHDPlusV2 


shown on the right, the previously isolated network is connected to the main network and the displacement has been 
eliminated.  Placement of sinks at the ends of isolated networks in NHDPlusV2 also eliminates this type of 


displacement for isolated networks that remain isolated. 
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NHDFlowline Features With and Without Catchments 
 
In general catchments are generated for networked NHD flowlines (FlowDir = “With Digitized”). 
However, with Version 2 NHDPlus, some networked flowlines were intentionally removed from the set 
of features for catchment generation. Examples include pipelines, elevated canals, flowlines that conflict 
with the WBD, and other data conditions that are documented in each of the VPU Release Notes. The 
CATCHMENT field in BurnLineEvent identifies the flowlines that were designated as “N” for no 
catchment.   
 
A common reason for flowlines without catchments is due to the resolution of the NED data.  Catchments 
were not generated for many very short flowlines approximately 42 meters or less in length (42 meters is 
the diagonal distance across a 30 meter grid cell).  This happens when longer flowlines fall within the 
same area (stream cells) that also contains a very short flowline.  In such cases the stream cells are 
typically assigned to the longer flowline.  And no catchment is delineated for the very short flowline. 
 
In rare circumstances, flowlines longer than 42 meters may not have been assigned a catchment, 
depending on the spatial configuration of a flowline with other flowlines. In these cases, flowlines may 
run parallel with each other within a given cell and may continue for several cells over the entire length of 
one of the flowlines.  In such a case, all of the cells used as seeds to delineate the catchments may be 
assigned to just one of the lines.  In such cases no catchments will be delineated for the short flowline.  


Using the NHDPlus Value Added Attributes (VAAs) for  Non-Navigation 
Tasks 
 
The attributes in the \NHDPlusAttributes\PlusFlowLineVAA table provide several powerful 
capabilities for users. All of the figures in the following examples use Hydrologic Region 2, the 
Mid-Atlantic. 
 
Details on the computation of the VAAs can be found in Appendix A, Steps 6 and 10. 
 
Example 1: Using LevelPathID to Generalize the Stream Network based on Stream Length 
 
The mainstem of each stream is assigned a unique identifier VAA called “LevelPathID”. 
LevelPathID is equal to the Hydroseq value of the most downstream flowline on that river.  
LevelPathID can be used in conjunction with NHDFlowline feature LengthKM (also in the VAA 
table) to build a table of the total lengths for each mainstem of every networked stream/river.  
The SQL statement is as follows: 
 
SELECT PlusFlowlineVAA.LevelPathID, Sum(PlusFlowlineVAA.LengthKM) AS strmlength 
INTO strmleng 
FROM PlusFlowlineVAA BY PlusFlowlineVAA.LevelPathID 
HAVING (PlusFlowlineVAA.LevelPathID)>0); 
 
The above SQL statement creates a variable named strmlength as the sum of the lengths of all 
NHDFlowline features by LevelPathID and puts the LevelPathID and strmlength variables into a 
table named “strmleng”.   Figure 16 highlights all of the mainstem rivers greater than or equal to 
100 Km in length. Note that any length threshold criteria can be used as desired. 
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Figure 16: Streams Greater than or Equal to 100 Kilometers in Length 
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Example 2: Selecting an Individual River or an Individual Terminal River Basin 
 
TerminalPathID is a VAA that contains the same value for the NHDFlowline features in an 
entire drainage area.  For convenience, TerminalPathID is set to the Hydroseq VAA of the 
terminal NHDFlowline feature in the drainage.  Let’s say, for example, that the Potomac River 
has a most downstream Hydroseq of 9169600001.  This means that by the VAA conventions, the 
LevelPathID for the Potomac mainstem is assigned this value and, since the Potomac is the 
terminus of the drainage area, every networked NHDFlowline feature in the Potomac Basin is 
assigned this value as the TerminalPathID.  Figure 17: shows the selection of LevelPathID = 
9169600001, which selects the mainstem of the Potomac River.  Figure 18: shows the selection 
of TerminalPathID = 9169600001 which selects the entire Potomac River Basin.  
 


 
Figure 17: The Mainstem of the Potomac River by Selecting LevelPathID=9169600001 
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Figure 18: The Potomac River Basin by Selecting TerminalPA = 9169600001 
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Example 3: Profile Plots 
 
Plots of data along a river where the x-axis is the river mile (or river kilometer) are widely used 
for showing data and modeling results. The NHDPlusV2 VAAs contain the basic information to 
readily develop profile plots. Previous VAA examples showed how the LevelPathID can be used 
to identify every flowline on a river. Another VAA, PathLength, is the length from the bottom of 
the NHDFlowline feature to the end of the network. For instance, every flowline in the Missouri 
drainage basin has a PathLength value that tells how far away it is from the mouth of the 
Mississippi River.  
 
The basic profile plotting procedure is to select the NHDFlowline features using the LevelPathID 
for the river of interest and assign a data value of choice (for example, a modeling result) to the 
ComIDs of the selected NHDFlowline features. Include the VAA named PathLength in the 
dataset, and then plot data using PathLength as the x-axis and data value as the y-axis. 
 
This example uses the mainstem of the Potomac River PathLength variable as the x-axis and the 
data value of choice is the \NHDPlusAttributes\ElevSlope.MinElevSmo (minimum smoothed) 
elevation values for the y-axis. This particular plot, shown in Figure 19, is interesting because the 
elevation change near PathLength 180 is dramatic; this is where the Potomac River changes from 
free-flowing to estuarine. This plot goes from downstream to upstream but it is a simple matter 
to reverse the x-axis as desired. 
 


Elevation Along the Potomac River Mainstem
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Figure 19: An Elevation Profile Plot of the Mainstem of the Potomac River 
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Example 5: Stream Order 
 
The NHDPlusV2 stream order is based on a modification of the Strahler Method.  Stream order 
is a classic method for ranking streams according to size.   
 
Mapping or classifying NHDFlowline features on the basis of stream order can help to rank 
features by size within the network, selecting out streams of only certain orders, or aggregating 
data by stream order.  Some examples of mapping by stream order are shown below.   
 
Figure 20:   shows different colors for each stream order for an area in the Mid-Atlantic Region. 
This figure illustrates how stream order helps rank streams by relative size.  Figure 21: shows the 
same area but with stream order 1 removed. This is one method to “thin” the network based on 
hydrologic criteria. There are other excellent ways to rank or thin the NHDPlusV2 network, 
especially by using mean annual flow as a criteria; this method is not illustrated here. 
 


 
Figure 20:   Stream Orders in Part of the Mid-Atlantic Region 
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Figure 21:  Stream Orders in a Part of the Midatlantic Region with Order 1 Streams Removed 
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Example 6: Stream Level 
 
The use of the StreamLevel VAAs is often misunderstood or misused by users of the VAAs. 
Quite often, users think of StreamLevel “as the opposite of Stream Order”.  But, this is not true 
in any sense. Streamlevel = 1 will apply to the Mississippi mainstem but also to every small or 
large stream that terminates on the coastline. Therefore, StreamLevel has nothing to do with 
stream size. 
 
The only valid use of StreamLevel is to identify, at a particular junction, what is the mainstem 
and what is the tributary stream. The lower valued stream levels are the mainstem and the higher 
valued stream levels are the tributaries. Figure 22 illustrates this. The flowlines are labeled with 
the StreamLevel values. The NHDFlowline features going in the north-south direction are 
StreamLevel = 2, and the features coming in from the West is StreamLevel=3. Therefore, the 
North-South features are the mainstem and the feature coming in from the West is the tributary. 
 
There are additional aids in the VAAs, for instance, to determine flow direction on the North-
South stream, check the Pathlength values of both of these features. In this case, the Pathlength 
of the southern feature is 400.1 and the Pathlength of the northern feature is 397.5. Therefore, the 
northern feature is closer to the network terminus, so the flow is going from south to north. The 
Hydroseq can also be used to determine the flow direction at this junction. The smaller Hydroseq 
value will be the downstream feature. 
 


 
Figure 22:  StreamLevel Values at a flowline Junction 
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Why do EROM flow estimates sometimes differ from Ga ge-reported 
flow?  
 
A full discussion about how EROM computes mean annual and mean monthly flow estimates is 
covered in Appendix A.  This discussion is intended to address why the EROM gage-adjusted 
flow estimates may not match the flow reported at a given gage location. 
 
To perform the flow adjustment based on gage flows, EROM screens gages based on number of 
years of record, the period of record, and a comparison of the NWIS-reported drainage area with 
the NHDPlus calculated drainage area.  Only gages that pass the screening are used in EROM’s 
gage adjustment process.   Consequently, at locations where a gage exists but the gage does not 
pass the screening criteria, the EROM flow estimate may differ from the gage flow 
measurement.  Such a case is illustrated in the figures below. 
 
Figure 23 shows the area in question, central California.  The red dot is a gage location. 
 


 
Figure 23:  Central California Gage Locations 


 
Figure 24 is a picture of the NHDFlowline features near the gage.   The dashed lines are 
NHDFlowline features that are coded as FlowDir=”Uninitialized” and therefore are not included 
in the NHDPlus network.  Many of these dashed line features are irrigation withdrawals and 
returns.  The solid lines are NHDFlowline features that are coded as FlowDir= “With Digitized” 
and therefore are included in the NHDPlus network.  The arrows show the direction of flow.  
The numeric labels on the solid lines represent the EROM mean annual flow estimates (in cfs) 
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after all EROM steps have been performed.  The highlighted feature has an EROM flow of 0.637 
cfs.  A gage is located on the highlighted feature and this gage reports a mean annual flow of 
approximately 33 cfs.  Why does the EROM estimate differ so dramatically from the gage 
measurement? 
 


 
Figure 24:  NHDFlowlines Near a Gage 


First, let us look at the EROM estimate.  The runoff in this area is approximately 16 mm/year, 
from which EROM estimates a mean annual runoff flow (EROM step A) of 2.5 cfs.  After the 
EROM adjustments for EET (EROM step B) and a reference gage regression (EROM step C), 
the flow is reduced to 0.637 cfs.   In EROM step D, flow additions and removals are applied 
from the NHDPlusV2 PlusFlowAR table.  There are no entries in the table for this location, so 
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the EROM flow after step D remains unchanged at 0.637 cfs.  In EROM step E, the flow 
estimate is adjusted based on gages in the vicinity.  There is a single gage in the vicinity and it’s 
located on the feature highlighted in Figure 2.  However, this gage “failed” the gage screening 
criteria used during the NHDPlusV2 processing, as follows: 


1. The gage started operation in Oct. 1985 and therefore did not have the required 20 years 
of record in the period from 1971 to 2000. 


2. The NWIS-reported drainage area for this gage is missing.  Therefore the gage’s drainage 
area cannot be compared to the NHDPlusV2 computed drainage area which is a required 
comparison. 


Since the gage did not pass the screening criteria, it was not used in EROM step E, where the 
flows are adjusted based on the gage flow.  Therefore the step E flow estimate remains 
unchanged at 0.637 cfs.   


How might the EROM estimates be improved?  There are two possible ways to accomplish 
improvement in this particular case.  First, enable the gage to pass the screening criteria, by 
including an NWIS-reported drainage area and reducing the number of years of record required.  
Second, this NHDFlowline feature is most likely influenced by irrigation returns.  Entries in the 
PlusFlowAR table for this feature and/or upstream features can be used to adjust the flow based 
on estimated irrigation returns. 


Using the NHDReachCrossReference Table to Transfer to NHDPlusV2 
Data that is Linked to NHDPlusV1 


If you have linked data to NHDPlusV1, it’s possible to transfer that data to NHDPlusV2 by using 
the NHDReachCrossReference table.   


NHDFlowline and NHDWaterbody contain two keys:  ComID and Reachcode.  ComIDs change 
frequently and the changes are not tracked.  On the other hand, Reachcodes are fairly stable and 
change infrequently.  Reachcode changes are tracked in the NHDReachCrossReference table. 


Transfering Links to NHDWaterbody 


If you have linked data to NHDWaterbody ComIDs, you can easily associate NHDPlusV1 
Reachcodes with your data, as follows: 


1. For your data linked to NHDWaterbody features, join your data table’s ComID with 
NHDWaterbody.ComID.  Create a field in your data table called Reachcode 
(Character(14)) and set it to the NHDWaterbody.Reachcode. 


Once you have NHDPlusV1 NHDWaterbody Reachcodes you can translate to NHDPlusV2 
Reachcode using the NHDReachCrossReference table.   The translation procedure is: 


1. Search for your NHDPlusV1 Reachcode in NHDReachCrossReference.OldReachcode.   
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2. If there is no such entry, then the NHDPlusV2 Reachcode is the same as the NHDPlusV1 
Reachcode.  Measure values on the Reach should be the same as well. 


3. If an entry is found and the NHDReachCrossReference.ChangeCode = “D”, then there is 
no translation to an NHDPlusV2 Reachcode and you will need to associate your data to 
NHDPlusV2 manually. 


4. If an entry is found and the NHDReachCrossReference.ChangeCode <> “D”, then you 
must find the NHDPlusV2 Reachcode that now represents your NHDPlusV1 Reachcode.  
The NHDPlusV1 Reachcode may have been modified more than once, in which case, 
you will need to follow the consecutive links in the NHDReachCrossReference table.    
For the value NewReachcode (“NextReach”) in the table entry found above, search the 
table for an entry where NHDReachCrossReference.OldReachcode = NextReach.  Repeat 
this step until no additional entries are found.  The the final value for NewReachcode is 
the NHDPlusV2 Reachcode that corresponds to your NHDPlusV1 Reachcode.  


Transfering Links to NHDFlowline 


If you have linked data to NHDPlusV1 NHDFlowline ComIDs, first you must associate 
NHDPlusV1 Reachcodes with your data. 


1. Join your data table’s ComID with the Tnavwork.tblVAAFromTo.ComID.  Create a field 
in your data table called Reachcode (Character(14)) and set it to the 
tblVAAFromTo.Reachcode.  Note:  Tnavwork data is available as an NHDPlusV1 Data 
Extension. 


2. If you don’t have a feature class that shows the location of your data, you must derive a 
feature class for your data from the NHDPlusV1 NHDFlowline feature class:   


a. If your data is linked to the bottom point of the NHDFlowline feature, create a 
field in your data table called Measure (Double(9,5)) and set it to 
Tnavwork.tblVAAFromTo.ToMeasure.    


b. If your data is linked to the top point of the NHDFlowline feature, create a field in 
your data table called Measure (Double(9,5)) and set it to 
Tnavwork.tblVAAFromTo.FromMeasure. 


c. If your data is associated with the entire NHDFlowline feature, you will need the 
from-measure and to-measure of the NHDFlowline feature.  Create fields in your 
data table called FromMeasure (Double(9,5)) and ToMeasure (Double(9,5)) and 
set them as follows:  FromMeasure = Tnavwork.tblVAAFromTo.ToMeasure and 
ToMeasure = Tnavwork.tblVAAFromTo.FromMeasure. 


d. Using your data table with the fields added in step 2, run the ArcGIS Linear 
Referencing Toolbox tool called “Make Route Event Layer” to build a feature 
class with the geometry locations of your data. 


Once you have NHDPlusV1 Reachcodes and a feature class with the geometry of the locations 
of your data, you can translate the NHDPlusV1 Reachcode into the NHDPlusV2 Reachcode 
using the NHDReachCrossReference table.   This translation procedure is repeated for each entry 
in your data table: 
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1. Search the NHDReachCrossReference table for entries where 
NHDReachCrossReference.OldReachcode = your NHDPlusV1 Reachcode. 


2. If there is no such entry, then the NHDPlusV2 Reachcode is the same as the NHDPlusV1 
Reachcode.   


3. If an entry is found and the NHDReachCrossReference.ChangeCode = “D”, then there is 
no translation to an NHDPlusV2 Reachcode and you will need to associate your data to 
NHDPlusV2 manually. 


4. If one or more entries are found and the NHDReachCrossReference.ChangeCode <> 
“D”, then you must find the set of NHDPlusV2 Reachcodes that now represent your 
NHDPlusV1 Reachcode.  If an NHDPlusV1 Reach became more than one NHDPlusV2 
Reach, there will be more than one entry found in the NHDReachCrossReference table.   


5. The NHDPlusV1 Reachcode may have been modified more than once, in which case, 
you will need to follow the consecutive links in the NHDReachCrossReference table.  
This can be done by saving the NHDReachCrossReference.NewReachcode value from 
each of the entries found in step 4 above.  For each NewReachcode value (“NextReach”), 
search NHDReachCrossReference.OldReachcode = NextReach.  Repeat this step until no 
additional entries are found.  The final set of values for NextReach are the NHDPlusV2 
Reachcodes to which your NHDPlusV1 Reachcode corresponds.  


6. Using GIS tools to conflate your data onto NHDFlowline feature.  In other words, locate 
your data on the set of NHDPlusV2 NHDFlowline features that represent the Reachcodes 
found during step 5. 
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Appendix A:  NHDPlusV2 Build/Refresh Process Description 
 
NHDPlusV2 starts with a snapshot of the National Hydrography Dataset (NHD), a snapshot of 
the National Elevation Dataset (NED) and a snapshot of the Watershed Boundary Dataset 
(WBD).  From these three inputs, the NHDPlusV2 Build/Refresh Tools process produces 
NHDPlusV2 workspaces.  The NHDPlusV2 Build/Refresh Tools are a collection of database and 
geo-spatial functions that are used to build NHDPlusV2.   
 
The first 24 steps in the Build/Refresh process are incorporated into a single graphical user 
interface, called NHDPlusBuildRefresh, which creates and manages the workflow of steps 
necessary to execute the build/refresh process.  Several additional tools, each under its own 
graphical user interface, are used to assist in steps classified as “External” and also to build the 
NHDPlusV2 data extensions.  The data extensions (with tool names in parentheses) are EROM 
Flow Estimates (EROM), EROM Flow QAQC (EROMQAQC), Vogel Flow Estimates 
(VogelFlow), and Jobson Velocity Calculations (VelocityCalculator).  In addition, various 
attributes allocated to NHDPlusV2 catchments and accumulated down the NHDPlusV2 stream 
network are produced with the Catchment Attribute Allocation and Accumulation Tool 
(CA3TV2). 
 
The diagrams on the next two pages (Figure A-1) illustrate the workflow for the first 24 steps 
and  the NHDPlusV2 data extensions, respectively. 
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Figure A-1:  (a) NHDPlus V2 Core Build/Refresh Process 
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Figure A-1: (b) NHDPlusV2 Extended Build/Refresh Process 
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Step 1 – Edit Global Data to set up VPUs and Setup the Build/Refresh 
Work Flow (External) 
 
During this step the NHDPlusV2 Global Data is set up for a drainage area.  This involves defining the 
geographic area that is included in the drainage area and the divisions of the drainage area that comprise 
the VPUs.  The \NHDPlusGlobalData\BoundaryRel table contains a list of HUC8s which are assigned 
during this step to the drainage area and to VPUs within the drainage area. 


Step 2 – Prepare NHD Data (External) 
 


The NHD data is edited in HUC04 shapefile workspaces using an NHD Edit Tool bar built especially for 
NHDPlusV2 Build/Refresh.  The following edits are performed: 


1. Names are applied or corrected on NHDFlowlines and NHDWaterbodies. 
2. Incorrect isolated networks are connected to the network. 
3. NHD and WBD are reconciled based on the WBD designation of “open” or “closed” and 


downstream HUC. 
4. Coastline dangles are fixed. 
5. Microgaps are fixed. 
6. Non-linear NHDFlowline features, Reaches and Named paths are corrected. 
7. Invalid Connectors are corrected. 
8. Flow direction are corrected. 


 
After editing is complete and the data passes the NHDPlusV2 network qaqc checks, (1) LengthKM and 
AreaSQKM in the various NHD feature classes are re-computed, ReachCodes are assigned to new 
reaches, M-values are assigned to each linear reach, and the HUC4 workspaces are appended into HUC2 
hydrologic regions. 
 
A flow table (\NHDPlusAttributes\Plusflow) is built from the geometry of the NHDFlowlines where 
FlowDir = “With Digitized”.  Non-spatial connections at international return flows, underground 
connections, and other locations are added to the flow table. 


Step 3 – Prepare WBD Data (External) 
 


During step 3, the latest version of the WBD is acquired.  The WBD polygons and lines  are used to 
populate \WBDSnapshot\WBD|WBD_Subwatershed and \NHDPlusBurncomponents\Wall, respectively. 
The source WBD data is processed in the following manner. 
 
From the national seamless snapshot of the WBD, HUC 12 polygons are selected in order to define a 
given NHDPlusV2 VPU. These are exported to \WBDSnapshot\WBD\WBD_Subwatershed (see 
Appendix D). A field is added to WBD_Subwatershed, named GAZ_ID. The GAZ_ID field is intended to 
contain a unique identifier assigned to each WBD HUC unit in the Geographic Names Information 
System (GNIS).  At time of NHDPlusV2 processing, these IDs had not yet been assigned  and, to 
accommodate the NHDPlusV2 processing, the GAZ_ID is populated with an NHDPlus unique FeatureID. 
 
The Wall feature class is created from the national WBD HUC 12 line feature class using a spatial overlay 
selection with the WBD_Subwatershed. Any international boundary lines, coastal closure lines, and 
shorelines are removed from the newly created Wall feature class. 
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Step 4 – Reserved for Future Use 


Step 5 – NHD QAQC – For each VPU in Drainage Area 
 
During step 5, the NHDPlus NHD QAQC checks are run against the NHDSnapshot.  If severe errors are 
found, the NHD is returned to step 2 for additional editing.  The Build/Refresh process does not proceed 
beyond this point until the NHDSnapshot passes the qaqc checks. 
 


NHDFlow.Direction valid values used in the descriptions of the QAQC checks are: 
712 – Network Start 
713 – Network End 
709 – Flowline Connection 
714 – Non-flowline connection at Coastlines 


 
Check 1 - Flow Table Entry Never Navigated (Severe) 


A downstream global navigation is performed beginning with all "Network Start" flow 
table entries. (including incoming workspace connections)  The navigation proceeds 
downstream such that a flow table entry is never processed until all inflows to that entry 
have been processed.  When no additional navigation can be performed, a Check 1 error 
is generated for each flow table entry  that was not processed during the navigation. 


 
Check 2 - Improper Network End (Severe) 


ToComID in flow table does not appear as a FromComID  (except inflowing 
connections).  FromComID in flow table on “Terminal” flow record (i.e. ToComID = 0) 
also exists as a FromComID where ToComID 


 
Check 3 - Invalid Flow Table Entry (Severe) 


FromComID = ToComID 
Neither FromComID nor ToComID are in NHDFlowline 
Direction not  712, 713, or 714 
Direction = 712 and (ToComID = 0 or FromComID > 0) 
Direction = 713 and (FromComID = 0 or ToComID > 0) 
Direction = 709 and (FromComID = 0 or ToComID = 0) 
Direction = 714 and FromComID = 0 and ToComID = 0 


 
Check 4 - Improper Network Start (Severe) 


FromComID in flow table does not appear as a ToComID in flow table (except 
outflowing connections). 
ToComID in flow table on “Start” flow record (i.e. FromComID = 0) also exists as a 
ToComID where FromComID <> 0 


 
Check 5 - Potential Loop (Severe) 


When Check 1 errors are found, a Check 5 is generated at each location where the Check 
1 navigation stopped.  Check 5 can be used to locate the problems found by Check 1.  
Check 5 requires check 1 to be executed.  If check 5 is selected, but not check 1.  Check 1 
will be run but the results will not be included in the error report. 


 
Check 6 - Possible Outflowing Connection (Informational) 


A flow table entry exists where the FromComID is in NHDFlowline and the ToComID is 
not. 
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Check 7 - Possible Inflowing Connection (Informational) 


A flow table entry exists where the ToComID is in NHDFlowline and the FromComID is 
not. 


 
Check 8 - Duplicate Flow Table Entry (Severe) 


Based on FromComID, ToComID flow table entry occurs more than once 
 
Check 9 - Incomplete Divergence 


Identify incomplete divergences where all the inflows to the divergence do not each flow 
to all the outflows from the divergence.  For example, A -> C, A-> D, B->C, but B->D is 
not in the flow table.  Error report entry is for one of the ComIDs containing multiple 
outflows. 


 
Check 10 - Flow Table and Flowline FType Disagree 


ToComID in a coastline (714 -  Non Flowling) flow table entry does not have an 
NHDFlowline.FType of "Coastline" 
709 (In) Flow table entry where either FromComID or ToComID has 
NHDFlowline.FType of "Coastline" 


 
Check 11 - Flow Table and Flowline FlowDir Disagree 


NHDFlowline.ComID is in the flow table as ToComID or FromComID and 
NHDFlowline.FlowDir = “Uninitialized” 
NHDFlowline.ComID is neither ToComID nor FromComID in the flow table and 
NHDFlowline.FlowDir = “With Digitized” 


 
Check 12 - Isolated Network 


Flow table.Direction = 713 (Network End) 
 
Check 13 - Coordinate Order and Flow table Disagree 


The common endpoint of flow table.FromComID and flow table.ToComID are not last 
‘point’ and first ‘point’ respectively. 


 
Check 14 - Flowlines Relate in Flow Table But Do Not Touch 


Flow table.FromComID and the flow table.ToComID do not contain a common endpoint 
 
Check 15 - Flowlines Touch But Do Not Relate in Flow Table (not Canal/Ditch) 


Flowlines A and B contain a common endpoint (last “point” and “first” point, 
respectively) and A does not relate to B in the flow table and neither A nor B is a 
canal/ditch. 


 
Check 16 - Reserved 
 
Check 17 - Flowline Not in Linear Reach 


Flowline is not part of a linear reach (i.e. NHDFlowline.ReachCode is empty or blank) 
 
Check 18 - Circular Reach 


Merged geometry for all NHDFlowlines with a particular ReachCode has 0 endpoints 
 
Check 19 - Nonlinear Reach 
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Merged geometry for all NHDFlowlines with a particular ReachCode has other than 2 
endpoints (and not 0 endpoints). 


 
Check 20 - Circular Flowline 


Geometry for a particular NHDFlowline has 0 endpoints. 
 
Check 21 - Flowline With LengthKM = 0 


Value of NHDFlowline.LengthKM is 0 
 
Check 22 - Reachable Waterbody Not in Area Reach (Warning) 


LakePond waterbody is not part of an area reach (i.e. NHDWaterbody.ReachCode is 
empty or blank. 


 
Check 23 - Circular Named Path (Warning) 


Merged geometry for all NHDFlowlines with a particular gnisid has 0 endpoints 
 
Check 24 - Nonlinear Flowline (Severe) 


Geometry for a particular NHDFlowline has other than 2 endpoints (and not 0 endpoints). 
 
Check 25 - Nonlinear Named Path (Severe, but there can be false positives) 


Merged geometry for all NHDFlowlines with a particular gnisid has other than 2 
endpoints (and not 0 endpoints) 


 
Check 26 - Flowline with both flowing and non-flowing flow table entries (Severe) 


Flowline has both flowing and non-flowing flow table entries.  
 
Check 27 - Waterbody reach has multiple waterbodies that do not touch (Severe?) 


Waterbody reach contains multiple waterbodies and at least one of the waterbodies does 
not touch any of the remaining waterbodies in the waterbody reach. 


 
Check 28 – Microgaps (Severe) 


Identify microgaps between NHDFlowlines. 
 
Check 29 - Duplicate NHDFlowline features (Warning) 


Identify NHDFlowline features that intersect with a cluster_tolerance of 0. (shapes are 
overlapping or directly on top of each other). 


 
Check 30 - Duplicate NHDWaterbody features (Warning) 


Identify NHDWaterbody features that intersect with a cluster_tolerance of 0. (shapes are 
overlapping or directly on top of each other). 


 
Check 31 - Duplicate NHDArea features (Warning) 


Identify NHDArea features that intersect with a cluster_tolerance of 0. (shapes are 
overlapping or directly on top of each other). 


 
Check 32 - Reach Surrounded by Different HUCS (Warning) 


Identify NHDFlowlines in one HUC that are touched on both ends by NHDFlowlines in 
one or more different HUCs. 


 
Check 33 - Coastline Dangles (Severe but there can be false positives between hydro-regions) 


Identify coastline dangles. 
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Step 6 – Build GlobalData.BoundaryUnit for VPUs, Co mID-based 
NHDPlusV2 tables, and VAAs Part 1 
 
Step 6 partially populates PlusFlowlineVAA by calculating and QAQCing twelve Value Added 
Attributes (VAAs) and stores them in \NHDPlusAttributes\PlusFlowlineVAA.  The VAAs are populated 
from the content of the PlusFlow table and the NHDFlowline feature class. 
 
These VAAs are calculated only for NHDFlowline features with NHDFlowline.FlowDir = “With 
Digitized”.  Step 6 computes values for the following VAAs: 
 


Frommeas:  Set to the m-values at the bottom of the NHDFlowline feature. 
 
Tomeas:  Set to the m-values at the top of the NHDFlowline feature. 


 
Fromnode/Tonode:   A node is defined as one of the following: 
 


• The top of a NHDFlowline feature that has a flow table record with Direction = 712 
(i.e. a headwater node). 


• The bottom of a NHDFlowline feature that has a flow table record with Direction = 
713 (i.e. a terminal node). 


• The “point” of flow exchange represented by a flow table record with Direction = 
709 (i.e. a node between two or more NHDFlowline features). 


• The “point” of a non-flowing connection represented by a flow table record with 
Direction = 714 (i.e. a coastline connection) 


 
Within a drainage area (DA), each node is given a unique number beginning with 1.  The 
numbers are made unique across DAs by multiplying the node number by nn0000000, where 
nn is unique to each drainage area. 
 
The Fromnode is the top of the NHDFlowline feature and the Tonode is at the bottom of the 
NHDFlowline feature. 


 
StartFlag:  Set to 1 if the NHDFlowline feature has a flow table record with Direction = 712 or if 
the Direction = 714 and the FromComID =0.  


 
TerminalFlag:  Set to 1 if the NHDFlowline feature has a flow table record with Direction = 713 
or if the Direction = 714 and the ToComID =0.  


 
VPUIn:   Set to 1 if the NHDFlowline feature has a flow table record with Direction = 709 or 714 
and the FromComID is not in the DA. 


 
VPUout:  Set to 1 if the NHDFlowline feature has a flow table record with Direction = 709 or 714 
and the ToComID is not in the DA. 


 
DnDrainCount:  Set to the number of flow table records where the NHDFlowline feature is the 
FromComID and Direction = 709. 


 
LengthKM:  Set to NHDFlowline.LengthKM of the NHDFlowline feature. 
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ReachCode:  Set to NHDFlowline.ReachCode of the NHDFlowline feature. 


 
Fcode: Set to NDHFlowline.Fcode of the NHDFlowline feature 


Step 7 – Edit Divergence Fraction Mainpath Table (E xternal) 
 
During step 7, the DivFracMP table is edited, when it is necessary, to specify mainpaths at points of flow 
divergence.  If gaged stream flow data is available, the DivFracMP table may also specify the percentage 
of stream flow that flows down each of the divergent paths. 


Step 8 – QAQC Divergence Fraction Mainpath Table – For Each VPU 
in Drainage Area 
 
Step 8 is an automated QA/QC that confirms that the divergence fractions for a given divergence (i.e. the 
set of DivFracMP records with the same NodeNumber) sum to 1.0. 


Step 9 – Edit Global Data BoundaryValue Table for i ncomplete DA 
(External) 
 
When a drainage area is processed in parts by NHDPlus Build/Refresh Tools, it is necessary to establish 
boundary values for some NHDPlus attributes at the edge of the partial drainage area.  Places where flow 
enters and leaves the partial drainage area require boundary values.  Regardless of the use of boundary 
values, the drainage area parts must be run in hydrologic order from upstream to downstream.   
 
The NHDPlusV2 Build/Refresh process was performed on partial drainage areas for the Mississippi and 
Colorado drainages.  


Step 10 – Compute VAAs Part 2 
 
Step 10 completes the VAA computation task started in Step 6.  Each VAA is computed and QAQC’ed 
against other VAAs to confirm that the VAAs are internally consistent.  All VAA must pass their 
respective QAQC checks in order for Step 10 to be considered successful.  In the discussion below, only 
NHDFlowline features with FlowDir=”With Digitized” are assigned VAA values.  The following VAAs 
are computed in Step 10: 
 


Divergence:  Divergence is a flag that distinguishes between the main and minor paths at a 
network flow split.  One NHDFlowline feature is designated as the major path (Divergence=1) 
and all other paths in the split are designated as minor paths (Divergence=2).  All features that do 
not participate in a flow split have Divergence=0.  Divergence always agrees with StreamLevel.  
This agreement insures that when navigating upstream along the main path and downstream 
along the main path give the same navigation results.  The main path at a flow split is selected 
from all the out-flowing NHDFlowline features according to the following rules: 
 


• An NHDFlowline feature that has the same name, ultimately flows to a coast and has 
an FType of StreamRiver, Artificial Path or Connector, otherwise 


• An NHDFlowline feature that has the same name, that does not ultimately flow to a 
coast and has an FType of StreamRiver, Artificial Path or Connector, otherwise 
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• An NHDFlowline that has a  positive DivFract value in the DivFracMP table and that 
value is the maximum such value at the divergent node, otherwise 


• any named stream/river, artificial path, or connector that ultimately flows to a coast, 
otherwise 


• unnamed stream/river, artificial path, or connector that doesn’t ultimately flow to a 
coast, otherwise 


• any named canal/ditch or pipeline that ultimately flows to a coast, otherwise 
• any NHDflowline feature that ultimately flows to a coast, otherwise 
• any named stream/river, artificial path, or connector that doesn’t ultimately flows to 


coast. 
• unnamed stream/river, artificial path, or connector that doesn’t ultimately flow to 


coast, otherwise 
• named canal/ditch or pipeline that doesn’t ultimately flow to coast, otherwise 
• any flowline that doesn’t ultimately flow to coast.  


 
In the rules above, if there is more than one NHDFlowline feature that matches the rule criteria, 
the one with the lowest ComID value is selected. 
 
ArbolateSum:  ArbolateSum is computed starting at the headwaters of the NHDFlowline 
network.  The NHDFlowline.LengthKM is summed along the network such that each feature has 
an ArbolateSum of its length plus the length of every upstream feature. 
 
StreamLevel:  StreamLevel is a numeric code that traces main paths of water flow upstream 
through the drainage network.  StreamLevel is assigned starting at the terminus of a drainage 
network. If the terminus stopped at a coastline NHDFlowline feature (i.e. at the Atlantic Ocean, 
the Pacific Ocean, the Gulf of Mexico, or one of the Great Lakes), a stream level of 1 is assigned 
to the terminus and all the NHDFlowline features in the main path upstream to the headwater of 
the stream.  If the terminus drains into the ground or stops at the Canadian or Mexican border, a 
stream level of 4 is assigned to the terminus and all the NHDFlowline features in the main path 
upstream to the headwater of the stream.  After the initial stream level of 1 or 4 is assigned to the 
terminus and its upstream path, all tributaries to that path are assigned a stream level incremented 
by 1.  Then the tributaries to those stream paths are assigned a stream level incremented by 1.   
This continues until the entire stream network has been assigned stream levels.   
 
If possible, StreamLevel follows a named path.  In other words, at any confluence, if there is an 
NHDFlowline feature immediately upstream with the same name, that feature is selected as the 
main path.  If there is no matching name immediately upstream, the NHDFlowline feature with 
the maximum ArbolateSum value is selected.  To ensure agreement with Divergence, 
StreamLevel assignment along a give path stops when it encounters a Divergence=2, otherwise 
StreamLevel assignment continues to the headwaters of the stream. 
 
HydroSeq:  Hydroseq is assigned by starting at the headwaters of the NHDFlowline network and 
assigning a sequential number proceeding downstream.  To begin each headwater is assigned a 
value.  Next, all of the outflows from the headwater streams are assigned values.  Then all of the 
outflows of the outflows of the headwater streams are assigned values.  This process continues 
until all network features have values.  The features are sorted by descending  values (i.e. 
downstream to upstream) and the final Hydroseq values are assigned in a ascending sequence.  
The final Hydroseq values are smallest at the downstream end of the network and largest at the 
upstream end of the network.   
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The primary characteristic of the HydroSeq number is that if the features are processed by 
descending HydroSeq values (i.e. upstream to downstream), when any feature is processed, all 
the features upstream have already been processed.  Likewise, if the features are processed by 
ascending HydroSeq values (i.e. downstream to upstream), when any feature is processed, all the 
features downstream have already been processed. 
 
DNLevel:  This is the value of StreamLevel of main path NHDFlowline feature immediately 
downstream.  When DnLevel <> StreamLevel, the stream is about to discharge into another 
stream pathway. 
      
LevelPathID:  LevelPathID is set equal to the HydroSeq value of the most downstream feature 
on the same level path.  For example, all the features along the Mississippi River have the same 
value for LevelPathID. 
 
TerminalPathID:   TerminalPathID is set equal to the HydroSeq value of the most downstram 
feature in the drainage system.  In other words, the HydroSeq of the network terminus will 
become the TerminalPathID of all the features that flow to that terminus.  For example, all the 
features that flow to the mouth of the Deleware River will have the name value for 
TerminalPathID. 
 
UpLevelPathID:  This is the LevelPathID of the main path NHDFlowline feature immediately 
upstream. 
 
UpHydroSeq: This is the HydroSeq value of the main path NHDFlowline feature immediately 
upstream. 
 
 
DnMinorHydroSeq:   When there is a flow split at the downstream end of a feature, this is the 
HydroSeq value of a minor path in that divergence.  If there is more than one minor path in the 
divergence, the one with the lowest ComID value is use to set DnMinorHydroSeq. 
 
PathLength:   Pathlength is the sum of the NHDFlowline.LengthKM downstream, along the 
main path, to the terminus of the network.  For example, the Pathlength of the mouth of the 
Missouri River will be the distance to the mouth of the Mississippi River. 
 
RTNDiv:   RTNDiv stands for returning divergence and it is set to one when one or more of the 
paths from an upstream flow split return to the network at the upstream end of the NHDFlowline 
feature. 
 
StreamOrder/StreamCalc:  Stream order in NHDPlus is a modified version of stream order as 
defined by Strahler.  The Strahler stream order algorithm does not account for flow splits in the 
network.  The NHDPlus algorithm for stream order does take flow splits into consideration.  
StreamCalc stands for stream calculator and is computed along with StreamOrder.  These VAAs 
are computed from upstream to downstream.  The methodology used for assigning StreamOrder 
and StreamCalc is described below. 


 
All headwater or “start” reaches are assigned a Strahler order of “1”. Strahler calculator is 
assigned the same value as StreamCalc for all headwater flowlines. If there are no divergences, 
StreamOrder and StreamCalc have the same value – both values are increased in the defined 
manner for calculating Strahler order.  When a main path divergence is reached, the defined main 
path (DIVERGENCE = 1) is assigned the same value for StreamOrder and StreamCalc based on 
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the inflows to the divergence.  The defined minor path divergence (DIVERGENCE = 2) is 
assigned the StreamOrder value based on the inflows to the divergence, but StreamCalc is 
assigned the value “0”. 
 
As the minor path divergence continues downstream, the StreamCalc value remains “0” and the 
StreamOrder value cannot increase until the flowline is combined with another flowline having a 
StreamCalc value greater than “0”. This allows multiple minor path divergences to intertwine 
without increasing the Strahler order of the minor path.  When two minor path flowlines with 
SreamCalc values of “0” and different StreamOrder values join, the larger StreamOrder value is 
maintained and StreamCalc remains 0. Also, because StreamOrder cannot increase if StreamCalc 
is equal to 0, when a minor path rejoins the main path, the main path Strahler order value is 
maintained.  


Step 11 – Edit Global Data to set up RPUs (External ) 
 
During Step 11, the NHDPlusGlobalData\BoundaryRel is edited to assign HUC8s to the RPUs in the 
drainage area.   


Step 12 – Build GlobalData.BoundaryUnit for RPUs 
 
Using the HUC8 boundaries in \NHDPlusGlobalData\BoundaryUnit and the assignments of HUC8s to 
RPUs found in NHDPlusGlobalData\BoundaryRel, Step 12 builds polygons for the RPUs in the drainage 
area.   


Step 13 – Prepare NED (External) 
 
The purpose of Step 13 is to prepare the original/raw elevation data for the production of the 
HYDRODEM in Step 18.   One-arc-second NED data is acquired from the USGS EROS Data Center. If 
the drainage area has drainage coming from Canada, elevation data for the Canadian area is acquired, as 
available, from the Canadian Digital Elevation Data and appended to the NED data. The NED data 
currently includes data for Mexico. 
 
The RPU polygons in \NHDPlusGlobalData\BoundaryUnit are used to select the set of WBD sub-
watershed polygons (see “\WBDSnapshot\WBD\wbd-Subwatershed”) that belong to each RPU.  For each 
RPU in the drainage area, the set of sub-watershed polygons are buffered and the buffered area is used to 
create the \NEDSnapshot\NEDRRRRRRRR\elev_cm for the RPU. The data are extracted, merged 
together, projected to the Albers Equal-Area projection, and converted to integer centimeters in ESRI 
Grid format. Integer grids are used because integer grids use internal compression, and the data are 
converted from meters to centimeters in order to retain precision.  


Step 14 – Trim BurnLineEvent for Raster Processing 
 
Step 14 shortens some features in \NHDPlusBurncomponents\BurnLineEvent to improve the hydro-
enforcement process.  To avoid the possibility that headwater features will cut through the ridge lines in 
the elevation data, the headwater features are trimmed by 150 meters.  To ensure that the NHDPlus flow 
direction grids (see “\NHDPlusFdrFacRRRRRRRR\fdr”) follow the main path at flow divergences, the 
minor path of divergences are also trimmed or shortened by 150 meters.   
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Occasionally, a headwater feature or a minor divergent path feature is shorter than 150 meters.  When this 
occurs, the feature is removed entirely from BurnLineEvent.  Features removed from BurnLineEvent are 
not included in the NHDPlusV2 raster processing and consequently, they are not hydro-enforced into the 
DEM and they do not receive catchments.  When these features are headwater features, they will not have 
values for the attributes that depend upon the raster processing such as endpoint elevations, slope, 
headwater node area, and flow estimates. 


Step 15 – Edit BurnComponents (External) 
 
The purpose of Step 15 is to edit the hydro-enforcement components found in 
\NHDPlusBurnComponents.  The BurnLineEvent, BurnAddWaterbody, BurnAddLine, and Wall feature 
classes are edited as needed and the LandSea feature class is created. 
 
The parts to this step are: 
 


A. Create LandSea polygons (if a coastal VPU): This is created using the NHD coastline features 
and creating a buffer area on both sides of the coastline to contain a polygon for the landward side 
of the coastline and a polygon for the ocean. Estuary polygons are optional features to separate 
coastal bays from the ocean polygon areas.  
 


B. Find and Resolve Stream-Wall Conflicts: Headwater stream conflicts with the WBD are 
identified by locating headwater NHDFlowline features that intersect a wall when both the 
feature and the wall are rasterized. The selected streams are then trimmed back, leaving only the 
lower 30% of the feature. This action minimizes breaching of 1:24,000-scale WBD divides by 
1:100,000-scale headwater NHDFlowline features. Further conflicts are identified for any 
NHDFlowline feature that intersects, when rasterized, the outermost boundary of the VPU wall. 
Conflicts are resolved by either trimming back a headwater feature further; setting a feature or set 
of features to “N” for the Burn and Catchment attributes in BurnLineEvent; or when necessary, 
editing the Wall feature class to remove the conflict with the NHDFlowline feature(s).  


 
C. Resolve “Empty” HUCs: This step identifies HUC 12 polygons in WBD_Subwatershed that are 


not closed basins (as identified by the WBD) and do not have any BurnLineEvent features within 
them. HUC 12s that meet this criteria are termed “empty hucs” and lack a NHDFlowline 
connection to drain these areas correctly in the HydroDEM. Once the empty hucs are identified, a 
WBD attribute in the polygon data is used to identify the next downstream HUC 12 to which that 
the HUC flows. The line feature between these HUCs is then removed from the Wall feature 
class.  
 
An alternative process was used early in the production process; a line was added to the 
BurnAddLine NHDPlus feature class to breach the wall between the “empty huc” and the next 
downstream HUC in the HydroDEM conditioning process. This early method was abandoned 
after the automated method was developed to remove wall segments, as described above. 
 


D. Identify and attribute closed lakes: In NHDPlusV2, non-contributing areas are represented from a 
variety of sources including the WBD. Within the WBD, information on non-contributing areas 
(termed “closed basin” in WBD) is available at the HUC 12 level. An attribute in the 
WBD_Subwatershed feature class named HU_12_DS is used to find these closed basins. Within 
these closed systems an attempt was made to identify closed lakes (i.e. lakes that have no 
outflows). Identifying closed lakes provided greater detail of the non-contributing HUC 12 areas. 
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In many cases, a closed lake could be identified by checking for a lake name in the attribute 
HU_12_Name in WBD_Subwatershed.  
 
In these cases, the named lake drains the closed HUC 12. In other cases, several lakes within 
these closed systems are identified by review of the topographic maps and imagery. Lakes in the 
NHD that are deemed closed, are coded in BurnWaterbody by setting the attributes Purpcode = 5 
and Purpdesc = “NHD Waterbody closed lake”. Closed lakes in BurnAddWaterbody are coded 
with PurpCode = 8 and Purpdesc = “BurnAddWaterbody closed lake”.  Step 16 places a point at 
the centroid of these closed lakes in the Sink feature class. In step 18, catchments for these sinks 
are generated along with catchments for BurnLineEvent features.    
 


E. Check InRPU field in BurnLineEvent: This step reviews the RPU id (in BurnLineEvent.InRPU) 
assignments for the BurnLineEvent features The PlusFlow table was used to detect where 
flowlines flow from one RPU to another. The flowlines were reviewed manually to ensure no 
flowlines were assigned to the wrong RPU. 
 


F. Review Burn Components: This step involves reviewing the feature classed in 
\NHDPlusBurnComponents and handling certain data conditions that are observed.  The 
following conditions are checked: 
 
• Review features in BurnLineEvent coded as FType=“Pipeline” and determine the appropriate 


values for fields “Catchment” and “Burn” in BurnLineEvent. Often, these features should not 
have a catchment generated and/or should not be used for hydro-enforcement . In these cases, 
the Catchment and/or Burn attributes can be set to “N” (no).  


• Reviewfeatures in BurnLineEvent coded as FType=“CanalDitch” or “Connector”. Like 
“Pipeline”, these features may also need the Catchment and/or Burn attributes can be set to 
“N” (no). 


• This step also accommodates other scenarios that involve setting the Catchment and Burn 
attributes in BurnLineEvent and adding features to BurnAddLine. It is beyond the scope of 
the User Guide to identify all possible scenarios, however, these are discussed when 
appropriate in the Release Notes of the distribution data for a given VPU. 


 
G. Create Burn Components for International areas (if applicable): For VPUs along international 


borders, hydrography data from Canadian or Mexican sources are included in the NHDPlusV2 
Burn Components: BurnAddLine and BurnAddWaterbody. In some cases, these international 
data sources are part of “harmonized” high resolution NHD data, while others are datasets 
available from Canadian or Mexican agencies such as the Canadian National Hydrographic 
Network (NHN). Inclusion of this hydrography is intended to improve catchment delineations 
where NHDFlowline features receive contributing drainage from these international areas. In 
some cases, lake polygons in international areas are coded as closed lakes when such information 
on non-contributing areas is known. 


 
H. Add Burn Components at inter-VPU connections (if applicable): In cases, where VPU’s are 


connected with another VPU, whether as an inflow or outflow  with an  adjacent VPU, the 
connecting BurnLineEvent features from the adjacent VPU are added to BurnAddLine of the 
VPU being processed. This ensures that catchment delineations for the VPU being processed are 
constrained by the adjacent VPU flowlines. In addition, flowlines are needed in BurnAddLine 
from downstream associated VPUs to ensure proper hydro-enforcement of the DEM. 
Downstream VPU flowlines are selected to extend to the edge of the DEM. In some cases, 
waterbodies from the adjacent VPUs are integrated into BurnAddWaterbody if these features are 
at or near the inter-connection areas between the VPUs.  
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Step 16 – Prepare Sinks and Update BurnWaterbody an d 
BurnAddWaterbody 
 
This automated step first populates, with unique feature ids, the fields PolyId in BurnAddWaterbody and 
GAZ_ID in WBD_Subwatershed. A callable NHDPlusV2 web service is used to assign unique 
identifiers. 
 
Next, the OnOffNet fields in the BurnWaterbody and BurnAddWaterbody are populated. OnOffNet is 
used to differentiate waterbodies that intersect a burn line from either BurnLineEvent or BurnAddLine. 
Only features in BurnLineEvent with a Burn property of “Y” (yes) are used in the spatial intersect 
selection.  All features in BurnAddLine are used in the spatial intersect selection with BurnWaterbody 
and BurnAddWaterbody. Any waterbody that intersects a burn line is coded as “1” in the field OnOffNet. 
Also, if a waterbody is coded as a playa or closed lake, these are also coded with a value of “1”. Later, in 
Step 18, the hydro enforcement process handles the enforcement of these features in the DEM differently 
than waterbody features that do not intersect with a burn line or are identified as a closed lake or playa 
(OnOffNet = 0). 
 
The sink shapefile is then created for the following scenarios in the following order where all sinks 
created are written to one Sink shapefile. 
 


A. Create sinks at network ends of isolated networks: Network ends are identified by finding 
PlusFlow records that have Direction = 713). Sinks are created for the corresponding 
BurnLineEvent feature’s most downstream point. The network end feature’s InRPU assignment is 
carried over from BurnLineEvent into the InRPU field of the Sink feature. These Sink features 
are assigned PurpCode = 1 and PurpDesc = ‘BurnLineEvent network end’. The Sink features 
SourceFC field is set to “NHDFlowline” and FeatureID field is set to the BurnLineEvent feature’s 
ComID. Sinks are removed if they are within 60-meters of a BurnLineEvent or BurnAddLine that 
is not associated to the isolated network.  
 


B. Create sinks at the ends of networks that are non-spatially connected to another flowline network: 
These network ends are identified from the PlusFlow table where the values in field GapDistKM 
exceed 0.03 kilometers. The InRPU value is carried over from the BurnLineEvent feature into the 
Sink InRPU field. These Sink features are assigned PurpCode = 2 and PurpDesc = 
‘BurnLineEvent non-spatial connection’. The Sink features’ SourceFC field is set to 
“NHDFlowline” and FeatureID field is set to the BurnLineEvent features’ ComID.  


 
C. Create sinks at the centroids of polygon features in BurnWaterbody that are classified as a playa 


(FCODE > 36099 and FCODE < 36200): These  Sink features’ fields are set as follows: 
• Purpcode = ‘3’ 
• PurpDesc = ‘NHD Waterbody Playa’ 
• SourceFC  = ‘NHDWaterbody’ 
• FeatureID equal to the NHD Waterbody ComID that the sink represents. 
• InRPU is set using a spatial overlay intersect with the NHDPlusV2GlobalData\ 


BoundaryUnit feature class. 
 


D. Create sinks at the centroids of polygon features in BurnWaterbody that are classified as a closed 
lake (PurpCode = ‘5’): These Sink features’ fields are set as follows: 


• Purpcode = ‘5’ 
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• PurpDesc = ‘NHD Waterbody closed lake’ 
• SourceFC = ‘NHDWaterbody’  
• FeatureID = to the NHD Waterbody ComID that the sink represents. 
• InRPU is set using a spatial overlay intersect with the NHDPlusV2GlobalData\ 


BoundaryUnit feature class. 
 


E. Create sinks at the centroids of polygon features in BurnAddWaterbody that are classified as a 
playa (FCODE > 36099 and FCODE < 36200): These Sink features’ fields are set as follows: 


• Purpcode = ‘4’  
• PurpDesc = ‘BurnAddWaterbody Playa’  
• SourceFC  = ‘BurnAddWaterbody’  
• FeatureID = to the BurnAddWaterbody PolyID that the sink represents. 
• InRPU is set using a spatial overlay intersect with the NHDPlusV2GlobalData\ 


BoundaryUnit feature class. 
 


F. Create sinks at the centroids of polygon features in BurnAddWaterbody that are classified as a 
closed lake (PurpCode = ‘8’): These Sink features’ fields are set as follows: 


• Purpcode = ‘8’ 
• PurpDesc = ‘BurnAddWaterbody closed lake’  
• SourceFC = ‘BurnAddWaterbody’  
• FeatureID = to the BurnAddWaterbody PolyID that the sink represents. 
• InRPU is set using a spatial overlay intersect with the NHDPlusV2GlobalData\ 


BoundaryUnit feature class. 
 


G. Create sinks in WBD closed 12-digit HUCs coded as closed basin (HU_12_TYPE = ‘C’ OR 
HU_12_DS = ‘CLOSED BASIN’): Sinks are placed at the minimum elevation point(s) within 
closed HUC 12s. If sinks were placed from any other scenario (A-F) in these closed basins, 
another sink in not created for this scenario.  The NED snapshot is used to determine the 
minimum elevation within a given closed HUC 12. These Sink features’ fields are set as follows: 


• Purpcode = ‘6’ 
• PurpDesc = ‘WBD Closed HUC 12’  
• SourceFC  = ‘WBD_Subwatershed’  
• FeatureID = GAZ_ID in WBD_Subwatershed. 
• InRPU is set using a spatial overlay intersect with the NHDPlusV2GlobalData\ 


BoundaryUnit feature class. 
 


Step 17 – Review all Burn Components – For each VPU  in Drainage 
Area (External) 
This manual step reviews a variety of the NHDPlus burn component feature classes and includes: 
 


• Check and populate missing InRPU assignments in the Sink feature class. 
• For sinks associated to closed HUC 12s with missing InRPU assignments, populate the InRPU to 


the correct RPU id and move sink to the lowest elevation in the HUC. 
• Determine if additional sinks are needed and digitize these manually in the Sink feature class; 


populate the sink fields appropriately. Manually adjusted sinks carry a StatusFlag = ‘M’. 
• Remove sinks not associated to flowlines that are within a distance of 45 meters from any Wall 


feature.  
• Find and remove any playa sinks if the playa is on the flowline network.  
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• Fix gaps caused by trimming of headwater streams along the international border. For these 
headwaters, international drainage in BurnAddLine most likely connects to these flowlines and 
need to have their automatic trimback reset to the original position as they are represented in 
NHDFlowline. 


• Finalize the review of all burn components and make changes as needed. Unique edits are 
recorded in the VPU release notes. 


Step 18 – Build Catchments, FDR, and FAC Grids – Fo r each VPU in 
Drainage Area 
 
This processing step prepares the ingredient vector data by VPU, then runs the raster processing steps for 
each RPU within the VPU. 
 
The purpose of this step is to create, for an RPU, a HydroDEM and resultant flow direction and 
accumulation grid.  Catchments are generated for each RPU and then merged into one catchment grid for 
the entire VPU.  The catchments for the VPU are converted to a shapefile and projected into geographic 
coordinates. Minimum elevations for each flowline catchment are written to elevslope. A version of the 
flow direction grid with NoData cell values in NHD streams is provided in the grid FDRNULL. The 
source grid used to generate catchments is also provided for each RPU in the grid CatSeed. A grid 
showing filled cell areas for each RPU is provided in grid FilledAreas. 
 
Section A. Preparation of input vector data: Below list the general steps in preparing the input vector 
data from the NHDPlusBurnComponents folder: 
 


• Assign / Update new gridcodes for all flowlines in BurnLineEvent and sink points in Sink. 
• Assign feature ids for NULL values in Sink, BurnAddWaterbody, BurnAddLine, LandSea, and 


Wall.  
• Extract features from BurnLineEvent with BURN properties set to “Y”. Write selected records to 


TmpBurnLineEvent.  
• Append all features from BurnAddLine to TmpBurnLineEvent. TmpBurnLineEvent is used later 


in Section B of Step 18 for hydrologic enforcement of the NHD streams and additional features 
from BurnAddLine (stream-burning process). 


• Extract features from BurnLineEvent with CATCHMENT properties set to “Y”. Write selected 
records to TmpCatchLine.  


• Select features from BurnAddLine with a GRIDCODE > 0. Append selected features to 
TmpCatchLine. TmpCatchLine will later be used in Step 18 to generate catchments.  


• Combine waterbodies from BurnWaterbody and BurnAddWaterbody to one temp shapefile 
(tmp_wball). These are used for hydro-enforcement of all waterbody features later in Section B of 
Step 18. 


• Select OnOffNet features = 1 from BurnWaterbody and BurnAddWaterbody and combine these 
to a new temp shapefile (TmpWBodyOn). These are used for the bathymetric gradient processing 
later in Section B of Step 18.  


• Select Sinks with BURN properties NOT equal to “N” for hydro-enforcement of these sink 
features.  


• Calculate STEP values in TmpBurnLineEvent for hydro-enforcement. This process computes the 
step values from the NHDPlus VAA hydro sequence numbers. 
 


Section B. Raster processing 
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Below is a general overview of the main raster processing steps in building the HydroDEM for each RPU. 
The step is repeated for each RPU of the VPU being processed. 
 


• Clip VPU vector data to the RPU buffer area 
• Assign negative grid code values in TmpCatchLine that do not belong to the RPU being 


processed. 
• Select flowlines based on each unique stream level and export these to unique stream level 


feature classes. Next the stream level feature classes are converted to grids using gridcode as the 
cell value. The stream level grids are then merged together as one NHD grid. Main paths override 
lesser paths at confluence grid cells in the merge operation. This ensures correct representation of 
the flowline network in the grid data model. 


• Assign negative grid code values for sink features that do not belong to the RPU being processed. 
• Convert sinks to a grid using gridcode as the cell values. 
• Merge the sink grid with the NHD grid, the merged grid named CatSeed will be used as input 


later on as the “seed” source grid for catchment delineation.  
 
Descriptions of Hydro-enforcement Processes  
 
Waterbody Enforcement 
 
Certain waterbody features from the NHD were used in the HydroDEM enforcement process. These 
include “Lake/Pond”, “Playa”, and “Reservoir” features from NHDWaterbody and “Stream/River” 
features from NHDArea. Step 6 of the NHDPlus BuildRefresh production process selects these from both 
NHD sources and writes these to the BurnWaterbody shapefile. In addition to NHD features in 
BurnWaterbody, additional waterbodies collected in BurnAddWaterbody are also enforced. For this 
processing, the features from both are combined into a temp waterbody shapefile. 
 
The waterbody enforcement is a two stage process. The first stage is new for NHDPlus Version 2 and 
fixes issues identified in Version 1 where catchments can sometimes subdivide an NHD waterbody in 
error. In this process all the waterbodies are enforced by determining the minimum DEM elevation within 
these and setting the overlapping waterbody cells in the HydroDEM the value of the minimum DEM 
elevation found for each. These elevation cells are then dropped by subtracting 100 meters from the 
previously set minimum elevation values. This dropping of the waterbody elevations is applied to ensure 
these cells are well below the surrounding terrain. Later, when the FILL process is applied to the 
HydroDEM, these waterbodies will fill and drain to one location, the result of which will lead to better 
agreement with the catchment delineations in relation to these features. 
 
The second stage process of the waterbody enforcement, termed applying a “bathymetric gradient” is the 
same as was done in Version 1 NHDPlus with some slight modifications. The bathymetric gradient 
ensures that the catchments generated for artificial path flowlines within waterbodies are based on a 
gradient directed towards the artificial path flowlines. This process involves enforcement of just the 
waterbodies that intersect the flowline network (OnOffNet = 1) or have a sink within them. The results of 
the bathymetric gradient process are shown in Figure A-2. 
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Figure A-2: (a) Standard DEM Flow Accumulation Lines, (b) Bathymetric Gradient in Waterbody, (c) Flow 


Accumulation Lines in Bathymetric Gradient 


 
Stream-Burning using the AGREE Method 
 
Modifications were applied to the source DEMs (elev_cm grids included in the NEDSnapshot folder) to 
produce the HydroDEM. These modifications were considered necessary because often the drainage path 
(flowpath) defined by the NED surface does not exactly match the 1:100,000-scale NHD. In many cases, 
the NHD streams and NED-derived streams are parallel or offset from each other. Figure A-3 (a) 
illustrates a common example of the differences in the horizontal positions of NHD streams and NED-
derived streams. If this offset distance is greater than one grid-cell width, then some cells may not be 
identified as being upslope from the NHD stream segment and therefore would be erroneously excluded 
from the delineated catchment (Figure A-3 (b)).  
 
To mitigate this mismatch of stream locations, the NHD vector drainage was integrated into the raster 
NED data, often referred to as “stream burning” (Saunders, 2000). This process uses computer algorithms 
originally written in the Arc Macro Language (AML) program called AGREE, developed by Hellweger 
(1997). Figure A-3 (c) illustrates how the AGREE program corrects for DEM flow path displacement 
errors when delineating catchments.  
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Figure A-3: (a) Differences in drainage between the NHD and flow paths of a NED-derived stream, (b) 
Resultant NHD catchment delineations using unmodified NED DEM data, and (c) Resultant NHD 


catchment delineations using AGREE-modified NED data. 


 
AGREE “burns” a “canyon” into the NED-based DEM by subtracting a specified vertical distance from 
the elevation beneath the NHD vector streamlines. The vertical exaggeration of the canyon is controlled 
by specifying a “Sharp Drop/Raise Distance.” For the HydroDEM, a negative “sharp” drop distance 
(10,000 meters) was applied to retain the new NHD stream flow path after subsequent depression filling 
processes needed for catchment delineation.  
 
AGREE also “smooths” the elevation adjacent to NHD stream cell locations in the DEM within a buffer 
distance specified by the AGREE program user. Typically, the buffer distance is related to a common 
horizontal displacement error between NHD and NED-derived streams; this error is seldom exceeded. For 
HydroDEM production, the buffer distance was set to 160 meters on each side of the NHD streamline. 
The smoothing process changes the DEM grid-cell elevations within the buffer area to create a downward 
sloping gradient towards the modeled canyon beneath the NHD streams. The steepness of the slope within 
the buffer is controlled by the AGREE “Smooth Drop/Raise Distance” option. For the HydroDEM, a 
smooth drop distance of 500 meters was specified, with acceptable results. Figure A-4 illustrates how 
AGREE changes the original DEM using all the specified parameters of AGREE.  
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Figure A-4: Schematic of AGREE process 


 
The use of AGREE’s 160 meter smooth/drop buffer distance of the NHD streams may cause potential 
problems at headwater flowlines because they begin at or near drainage divides in the DEM. The 160 
meter buffer distance at these headwater streams may extend across the DEM drainage divides and into 
the adjacent basin area, thereby including areas outside the true catchment area.  
 
To minimize the problem of extending headwater streams into adjacent watersheds, these headwater 
streams were trimmed back earlier in the NHDPlus BuildRefresh production process (Step 14). In 
addition, headwater streams still in conflict with the WBD 12-digit HUC divides in the Wall feature class, 
were trimmed back 70% of their original length (Step 15). The trimback positions are noted in the 
ToMeas field of BurnLineEvent.  
 
Enforcement of WBD divides as “Walls” 
 
A seamless nationwide coverage of the HUC 12 drainage divides of the Watershed Boundary Dataset 
(WBD) are integrated into the HydroDEM as “Walls” in the Wall feature class. The process of 
conditioning DEM data to WBD drainage divides is called “walling”, which vertically exaggerate DEM 
elevations corresponding to the location of WBD ridgelines. The vertical distance used to exaggerate the 
cells is a specified constant added to the elevation grid cells above the WBD. Breaks in the walls were 
created at locations where the stream network crosses the WBD to ensure proper passage of water from 
one WBD HUC 12 to another. A graphic 3-D representation of a hydrologically-conditioned DEM with 
WBD walling and the NHD “burning” is shown in Figure A-5. 
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Figure A-5: 3-D Perspective view of modified DEM with walling of existing Watershed boundaries and burning of 
NHD streams 


 
 
Step Elevations for Flowlines 
 
New for NHDPlus in Version 2, is the replacement of elevation cell values within the NHD stream 
channel cells of the stream burning process of Agree. The improvement utilizes the NHDPlus VAA 
attribute, HYDROSEQ (hydrosequence) values to compute a unique elevation value for each flowline, to 
create a stepping sequence within the burnt in stream canyon from Agree. This improvement enhances the 
HydroDEM flow path to follow the main path navigation defined by NHDPlus, and resolves issues that 
sometimes occur in Version 1 NHDPlus flow direction grids, where the FILL process reversed the 
direction of water to flow uphill to an adjacent RPU/VPU inflow connection. While catchment 
delineations are unaffected by flow directions of the streams, the use of stepped values for the stream 
channels in NHDPlusV2 greatly enhances the usability of the flow direction and accumulation grids for 
watershed delineations. 
 
 
Enforcement along the NHD Coastline (LandSea) 
 
Another new enhancement for NHDPlusV2 is the hydro-enforcment of areas along the NHD coastline. 
Previously in NHDPlusV1, the ocean side of the NHD coastline was set to NoData in the HydroDEM. 
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Now with NHDPlusV2, the ocean areas within a buffer area of the NHD coastline has elevation values 
lower than any NHD feature on the land. For coastal bays of interest, a two-tiered ocean stepping can be 
imposed in the HydroDEM to allow for DEM based watershed delineation within a bay to capture all 
drainage to the bay by selecting just one grid cell.  
 
The new NHDPlus Burn Component feature class LandSea is used for this coastal enforcement. This 
enforcement is only applied for VPUs with NHD coastline (the Great Lakes region is the one exception). 
LandSea is a polygon feature class that typically contains two or three unique polygon categories coded in 
the  “Land” field.The polygon coded as land (LAND = 1) is used to resolve any disparity of landward 
elevations in the HydroDEM between the NHD coastline and coastline defined by the NED.  
 
The ocean polygon (Land = -2) in LandSea is used to drop the oceanic surface elevation cells in the 
HydroDEM below the imposed elevations of the NHD coastline. Estuary polygons (Land = -1) are 
optional features along the coast for those bays where it is preferable to have these differentiated from the 
ocean cells. The estuary cells are 1 cm higher than the ocean areas, and one centimeter lower than the 
lowest NHD coastline in the VPU.  
 
Flow paths can be imposed into the estuary and ocean elevations cells as a burnt canyon to direct drainage 
to these flow paths using the NHDPlus BurnAddLine feature class. 
 
Enforcement of Sink points 
 
For VPUs with sinks, the sink points are converted to a grid where a sink is represented as one grid cell. 
These sink cells are set to NoData in the HydroDEM so that sink drainage areas drain to these points. 
Later, when the NHDPlus  ection grid (FDR) is created, these NoData cell values are replaced with 0 
(zero) values within the FDR grid in order to ensure proper functionality with their use for point based 
watershed delineation.  
 
Final HydroDEM, Catchments, FDR/FAC and Other NHDPlus Outputs 
 
After all the NHDPlus Burn Components are used in the various hydro-conditioning process, the final 
HydroDEM for each RPU is completed after the FILL process is applied. FILL is used to resolve any 
depressions in the DEM by “filling” these areas to drain these to the lowest surrounding grid cell. All 
lowpoints are filled except for those areas imposed in the HydroDEM with NoData cell sinks. The 
NHDPlus FILLEDAREAS grid shows grid cells raised by the fill process, and is available with the 
HydroDEM data for each RPU. 
 
From the final filled HydroDEM, the flow direction (FDR) and flow accumulation (FAC) grids are 
computed and written to each NHDPlus RPU folder. Flow direction and flow accumulation grids are not 
merged for each VPU because the accumulation values only represent upstream cells within the RPU; 
they do not include cells in upstream production units or buffer areas.  
 
New in NHDPlusV2, a second version of this flow direction grid is produced where the burned in hydro 
is replaced by NoData cells. This variant flow direction grid is named FDRNULL and written to each 
RPU folder of the NHDPlus HydroDem folder. The FDRNULL grid can be used with the ArcGIS Spatial 
Analyst function, FLOW LENGTH, to determine for each grid cell, the overland flow path length to a 
NoData stream cell or coastline. Flow length grids are useful for a variety of applications including use in 
determining riparian buffer areas.  
 
The standard NHDPlus FDR grid is used in conjunction with the NHDPlus CatSeed grid to determine the 
catchments for the NHD flowlines and NHDPlus sinks. Catchments generated for flowlines or sinks can 
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be determined by the catchment attribute, FeatureID and SourceFC fields. In general, positive values in 
FeatureID are catchments deliented for NHDFlowlines. Negative FeatureID values are sink related 
catchments. The table, Featureidgridcode can also be used to look up coded gridcode values to their 
source feature ids and feature class source. 
 
The catchments data are available in GRID format (CAT) and as a vector polygon feature-class shapefile 
(Catchment).  It is important to note that catchment features in a shapefile may be composed of one or 
more vector polygon features. Multiple polygon features occur as a result of the source 30 meter grid-cell 
resolution and the grid-to-vector conversion process. In these situations, one or more cells with directional 
flow traveling diagonally into an adjacent cell along a catchment boundary may create a separate polygon 
in the vector data model when these data are converted from a GRID (see Figure A-6). These multiple 
polygons are “dissolved”, however, into single multi-part polygons, so there is only one polygon record in 
the catchment shapefile for each catchment.  
 
 


 


Figure A-6: Illustration of multiple polygon features defining an NHDFlowline feature catchment area.  
The final catchment is represented by a single multi-part polygon. 


 
Step 18 also determines what the minimum elevations are for each flowline catchment and writes these to 
the NHDPlus ElevSlope table found in the NHDPlusAttributes folder. These minimum elevations are 
recorded as the flowline’s minimum raw elevation in field MinElevRaw.   
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Step 18.5 – Build National Catchment Grid – For eac h VPU in Drainage 
Area 
This autometed step merges the VPU catchments to a grid of catchments for the nation. This national 
catchment grid is used in Step 18 to ensure seamless coverage of the catchments as subsequent VPUs are 
processed. 


Step 19 – Build Final GlobalData.BoundaryUnit for V PUs and RPUs  
 
During step 19, the newly created catchments from step 18 are dissolved into new boundaries for VPUs 
and RPUs.  The new boundaries are stored in the NHDPlusGlobalData\BoundaryUnit feature class 
replacing the preliminary boundaries built in steps 6 and 12. 


Step 20 – Build HW Node Area and Raw Elevations – F or each VPU in 
Drainage Area 
 
The purpose of this step is to determine raw elevations for the headwater nodes and to determine the area 
of a headwater catchment that drains to the headwater node of the flowline. This is accomplished by 
delineating the portion of the total catchment area that drains to the headwater node. The minimum 
elevation within the headwater node catchment is obtained, from the NED snapshot grid, elev_cm. The 
minimum elevation within this headwater node catchment becomes the maximum raw elevation for the 
headwater flowline in field MaxElevRaw of ElevSlope table. The headwater node areas are recorded in 
the NHDPlus attribute table, HeadWaterNodeArea in the field HwNodesqkm.  Also, the minimum 
elevations for catchments are calculated and this value is stored in the “Minelevraw” field in elevslope, to 
be used in Step 22. 
 


Step 21 – Edit Catchments to Add International Area s (External) 
 
Detailed data sets for most areas along the international borders have been included in the data used for 
developing the NHDPlus Version 2 HydroDEM, however in some areas catchments needed further 
extension so they would encompass the entire drainage area that drains to an NHD flowline. The largest 
examples of extended catchments are in Region 17 (the Pacific Northwest). In these cases, Canadian 
elevation data and hydrography data were acquired for 8-digit hydrologic units that straddle the border. 
Catchment delineations in these areas were based on the HydroDEM that was constructed using these 
data. Areas that drain into the border hydrologic units were represented by extending the catchments 
using either the “container” polygons from the Canadian NHN dataset (see 
http://www.geobase.ca/geobase/en/data/nhn/description.html), or the Atlas of Canada 1:1,000,000-
scale Fundamental Drainage Areas (FDA) dataset (Natural Resources Canada, 2008).  
 
Because the 1-arc-second NED data now includes all of Mexico, the catchments for NHD flowlines 
having drainage area in Mexico were developed entirely using the HydroDEM. None of the catchment 
areas in Mexico were extended.  
 
An additional process was done to ensure that areas that drain out of the U.S. to streams in Canada or 
Mexico are all covered by the flow direction and flow accumulation grids.  


Step 22 – Smooth Elevations 
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The raw flowline elevations developed in Step 20 provide upstream elevations at most headwater 
flowlines and downstream elevations for most flowlines. The situations where upstream and/or 
downstream elevations are not available are described below under Special Considerations. These raw 
elevation values may result in negative slopes where elevations decrease as the flowlines are traversed 
from downstream to upstream. To develop non-negative slope estimates for all flowlines and consistent 
elevations at nodes, several steps are performed in elevation smoothing. The post-processing and 
elevation smoothing take full advantage of advanced NHDPlus network traversal capabilities. The 
elevations go through the following processes: 
 
First, the minimum elevations for flowlines that join at a downstream node are independently developed 
and may not be equal. The elevations at each node are made equal by taking the maximum elevation of 
the one (or more) flowlines that are immediately upstream of the node. 
 
Second, the node elevations are also assigned as the maximum elevation for each flowline that is 
immediately downstream of the node. 
 
The results of these two processes are consistent node elevations for flowlines that have catchments. 
When all of the flowlines immediately upstream of a node are too short to generate catchments, the node 
will have an elevation egual to the downstream smoothed elevation. 
 
Third, raw elevations are smoothed so that most flowlines will have non-negative slopes. With raw 
elevations, flowlines can have a minimum elevation greater than the maximum elevation which results in 
a negative flowline slope; essentially, the water flows “uphill.” This problem is not uncommon when 
using digital elevation models for estimating flowline slopes. The solution used in NHDPlus is to smooth 
the elevations along a flow path so that the negative slopes are removed. This process involves 
interpolating between elevations upstream and downstream of flowlines that have negative slopes. The 
result of the smoothing is that all of the flowlines will have a positive (“downhill”) or zero slope. 
NHDPlus slopes are constrained to be greater than or equal to 0.00001 m/m even when the elevation 
smoothing process produces equal upstream and downstream elevations on a flowline. Another important 
reason to perform the smoothing is to ensure that all networked flowlines have elevations and slopes. For 
nodes with missing elevations, as described above, the smoothing process fills in these elevations and 
slopes based on the elevation values of the flowlines upstream and downstream. There are some cases 
where the smoothed elevations produce a zero slope, but the slope is set to missing (-9998), which is 
described below under Special Considerations. 
 
Fourth, because “Raw” elevations are based on the values determined in the catchment building process, 
many flowlines are “trimmed”, which means that these elevations are computed based on the trimmed 
flowline. Therefore, the elevation smoothing length used for calculating slope (SLOPELENKM) uses the 
flowline lengths from the BurnLineEvent table. 
 
The results of the elevation processing are stored in the ElevSlope Table in the NHDPlusAttributes folder. 
 
One of the many powerful features of NHDPlus is the ability to extract all of the flowlines for a stream 
path and sort them in an upstream or downstream order. This capability permits smoothing to be done on 
a stream level path basis (e.g., the Ohio River mainstem). The elevation smoothing is done sequentially, 
going from the mainstem to tributaries. 


 
Smoothing Techniques 
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Three basic approaches to elevation smoothing have been evaluated. The first approach, referred to as 
“downstream smoothing,” interpolates progressively downstream. This approach generates a smoothed 
elevation set that forms the lower envelope of the elevation profile. An example of this approach is shown 
in Figure A-7. The second approach, “upstream smoothing,” interpolates in the upstream direction and 
forms the upper envelope of the elevation profile. An example is shown in Figure A-8. A third approach, 
a hybrid downstream-upstream approach, was also evaluated. The hybrid approach mainly uses the 
downstream elevation smoothing technique and then uses the upstream smoothing technique until a slope 
greater than zero is produced (Figure A-9).  
 
Smoothed Elevations and Slopes for NHDPlus 
 
Of the three smoothing techniques evaluated as part of the development of NHDPlus, the upstream 
smoothing technique was selected. The downstream smoothing proved unsatisfactory because of 
ramifications of the method used for assigning downstream elevations of flowlines. The downstream 
elevations are determined using the lowest elevation in the catchment. While this method works in most 
cases, sometimes the minimum elevation is in a low-lying area, such as a rock quarry or mine, that is at a 
much lower elevation than the true downstream elevation of the flowline. The downstream and hybrid 
smoothing techniques will then set all flowline elevations downstream of an artificially low elevation 
equal to this artificially low value, until a flowline elevation is encountered that is higher than this low 
elevation. The effect of this process results in many flowlines having artificially low elevations and zero 
slopes. The upstream smoothing technique avoids this problem. 
 
In NHDPlusV2, the ElevSlope table contains the “Raw” (Step 20) and smoothed elevations (Step 22), 
using the upstream smoothing approach, with slopes constrained to be greater than or equal to 0.00001 
(except situations described below). A relatively small number of flowline connections exist where 
elevations of all flowlines at a node are not consistent. These elevation inconsistencies occur only where 
some level paths meet, particularly in areas with complex divergences. As a result of elevation smoothing, 
most (>99%) flowlines in the network receives a slope greater than, or equal to, 0.00001.  
 


Downstream Elevation Smoothing
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Figure A-7: Downstream Elevation Smoothing 
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Upstream Elevation Smoothing
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Figure A-8: Upstream Elevation Smoothing 


 
 


Hybrid Smoothing
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Figure A-9: Hybrid Elevation Smoothing 


Special Considerations 
 


1. Missing Slopes 
Sometimes headwater flowlines or minor path flowlines are trimmed back to the point where a 
catchment cannot be built. In these cases, both upstream and downstream “raw” elevations are 
missing (-9998). In these cases, as well as some other situations where catchment or burn is set to 
“N”, the actual slope cannot be determined, but should not be considered to be zero, so the slope 
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is set equal to missing (-9998). In addition, in some of these cases where the downstream junction 
is a simple junction, the downstream flowline also has a slope set to missing; this is because there 
is no way to determine an upstream elevation, but there is no reason to expect it to be zero. The 
elevation smoothing process does assign elevations in these situations, but the upstream and 
downstream elevations are equal. In cases where the slope is missing the Velocity Extension 
module uses the Jobson “Unknown-Slope” method. 


 
2. Non-Spatial Connections 


Non-spatial connections occur at places where the NHDPlus editors have determined that a 
flowline, or a network of flowlines, are connected to another networked flowline, but no digitized 
flowline is provided for this connection. This situation also exists at international borders, where 
a network enters CN or MX and then the stream network re-enters the U.S. at another flowline. 
The connection exists logically in the Flow table and the NHDPlusVAA table, but there is a 
“Gapdist” > 0 computed. In these situations, the elevation smoothing process does not continue 
upstream to the non-spatially connected flowline/network. It treats the upstream flowline(s) of the 
non-spatially connected flowline/network as an “isolated” network. 


 
3. Cross-VPU Connections 


In the Mississippi and Colorado River Basins, there are multiple VPUs. The upstream connectors 
for VPUs downstream of another VPU are not start reaches, so they do not have upstream 
elevations assigned based on the upstream flowline elevations. In these situations, the final runs 
of these VPUs will run them first in an upstream-to-downstream sequence, determining the 
elevation that should be used for the most upstream flowline(s) in the downstream VPU. These 
elevations are stored in the BoundaryValue table, for later use when the elevation smoothing is 
run in a downstream-to-upstream VPU sequence. These elevations stored in the BoundaryValue 
table are used as the “raw” upstream elevations. The elevation smoothing process may change 
these elevations, and the smoothed elevations at these upstream connections are stored in the 
BoundaryValue table, to be used in the elevation smoothing when the upstream VPU is run. 


Step 23 – Accumulate Catchment Area 
 
Step 23 uses functions from the NHDPlusV2 Catchment Allocation and Accumulation Tool (CA3TV2) to 
accumulate the catchment areas downstream to establish the cumulative upstream catchment area for each 
NHDFlowline feature where NHDFlowline.FlowDir = “With Digitized” and NHDFlowline.FType <> 
“Coastline”.  Cumulative catchment areas are stored in the \NHDPlusAttributes\CumulativeArea table. 


Step 24 – Package NHDPlusV2 for Distribution 
 
Step 24 is primarily a manual process of re-arranging the outputs of the NHDPlusV2 Build/Refresh Tools 
processing into the publicly available copy of NHDPlusV2 described in this User Guide. 
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Build NHDPlusV2 NationalWBDSnapshot 
 
As described above, the NHDPlusV2 process incorporated a number of snapshots from the 
national WBD.  As each VPU was processed, the latest version of the national WBD was 
acquired and used to extract the WBDSnapshot for the VPU.  After NHDPlusV2 build/refresh 
production was completed, the WBDSnapshots for all the VPUs were assembled into a single 
national WBDSnapshot.  The following steps were performed to build the national 
WBDSnapshot: 


• Attribute each VPU's WBDSnapshot SubWatershed shapefile with the WBD snapshot 
date (WBD_Date) and VPU Identifier (VPUID).  


• Append all attributed snapshots together and load into an fgdb.  
• Create and Validate a topology with rules "Must not overlap" and "Must not have gaps", 


using a tolerance of 0.00000556 decimal degrees (approximately 0.6 meter). 
• Use the topology error inspector to zoom to and fix overlaps by keeping the polygon 


from the earlier WBD snapshot. 
• Use topology error inspector to examine gaps.  Flag as exceptions all gaps resulting from 


islands that are single or multipart islands in WBD. 
• Use topology error inspector to fix remaining gaps by converting to features, and merging 


with an adjacent polygon.  
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Catchment Attribute Allocation and Accumulation Ext ensions 
(CA3TV2) 
 
The purpose of CA3TV2 is the integration of landscape attributes with the NHDPlus Catchments.  
CA3TV2 has two main functions:  Allocation and Accumulation.  The Allocation function takes a user-
supplied raster dataset, either continuous numeric or categorical, of landscape attributes and allocates the 
attribute(s) to the NHDPlusV2 Catchments.  The Accumulation function builds, for each NHDPlusV2 
stream network feature, the upstream accumulated values from the allocated attributes.  During the 
NHDPlusV2 Build/Refresh Tools process, CA3TV2 is used to allocation and accumulate the attributes 
that are contained in the \VPUAttributeExtension folder.  These attributes are then used in the EROM 
Extension and VogelFlow Extension to estimate stream flow. 
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Enhanced Unit Runoff Method (EROM) Flow Estimation and QAQC 
Extension 
 
The Enhanced Unit Runoff Method (EROM) for estimating streamflows in NHDPlusV2 has extended 
beyond the original Unit Runoff Method (UROM) used in NHDPlusV1.  UROM estimated a unit runoff 
(cfs/km2) for each catchment and conservatively routed and accumulated these incremental flows down 
the stream network.  EROM contains enhancements which result in a 6 step flow estimation procedure as 
follows: 
 


1. The unit runoff step uses a grid produced from a flow balance model (Wolock, et al.) that is at a 
finer resolution than the NHDPlusV1 HUC8 runoff values. 


2. A “losing streams” methodology is incorporated that takes losses in stream flow that can occur 
due to excessive evapotranspiration in the stream channels. 


3. A log-log regression step using “Reference” gages that provides a further adjustment to the flow 
estimates. Reference gages (Falcone, et. al.) are those gages determined to be largely unaffected 
by human activities. This regression, based on QA analysis of the flow estimates from the first 
two flow estimation steps, improves the mean annual flow estimates. 


4. A new table in NHDPlusV2, PlusFlowAR, provides a means to take flow transfers, withdrawals, 
and augmentation into account. 


5. A gage adjustment component is incorporated that adjusts flows upstream of a gage based on the 
observed flow at the gage.  Only gages that meet certain criteria are used to perform gage 
adjustment. The gage-adjusted flow estimates should be considered the “best” NHDPlusV2 flow 
estimates for use in models and analyses. 


6. Because the gage adjustment is performed on all gages there is no way to perform a QA on how 
good the gage adjusted flows are on ungaged NHDFlowline features.  In the sixth step, a 
proportion (typically 20%) of the gages are randomly removed from the gage adjustment process, 
which then provides a basis for an estimate of the accuracy of the flow estimates created in Step 
5. Ideally the gage sequestration should be run multiple times to provide a best estimate of the 
effects of the gage adjustment step, but this is currently not feasible because of the long run times 
for EROM. 


 
In addition to the 6 steps in flow estimation, other enhancements have been incorporated into the 
NHDPlusV2 EROM flow procedures: 
 


• The flows for all six of the above steps are retained in the EROM output file. A separate module 
calculates the velocity estimates for the flows produced by the first five steps. The EROM output 
file contains several additional output values that are used for QA and can be used for various 
user analyses. 


• The EROM interface enables adjustments to various parameters that control EROM 
computations.  


• The EROM flow estimates are examined by a QA module which calculates and reports statistical 
QA measures. 


 
EROM computes mean annual (MA) and mean monthly (MM) flows.  The initial release provided only 
the MA flows. The MM flows were not released because of QA issues. These QA issues have now been 
resolved so that the MM flows are now available along with updated MA flows. Below is a description of 
the upgrades to EROM that were implemented to provide the MM flow estimates:  
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1. Upgraded from the “Falcone” to the more recent GAGESII dataset for defining Reference Gages. 
2. The minimum number of years of gage data has been changed from 20 years to 10 years. This 


change significantly increases the number of gages used by EROM. 
3. The Reference Gage Regression (RGR) step limits the adjustments to the lower and upper bounds 


of the regression. This change effectively eliminates the “over-adjustment” at higher stream flows 
that sometimes occurred in the first release of the EROM MA flows. 


4. In 17 cases of VPU-level MM flow estimates, a runoff regression method is applied in place of 
the runoff grids. This occurs in winter months in the Great Plains when the runoff model was 
unable to account for the predominance of base flow under very cold, low flow situations. 


5. There are now options for running or not running the Excess Evapotranspiration (EET) and/or the 
RGR steps by VPU/time period (MA, MM). The options used by EROM for the VPU/time 
periods are in the table \NHDPlusGlobalData\EROMOPTS.DBF. Users are encouraged to refer to 
the EROMOPTS table to determine the specific options used for their flows of interest. 


Below is the file layout of the EROMOPTS.DBF table: 
 
 
Field Name Description 
VPU The 3 character identifier for the VPU, e.g., “10L” 
Timeperiod “MA” = mean annual, “01” = January, “02” = February, etc. 
SkipEET 0 = Run the Excess Evapotranspiration (EET) step, 1 = do not 


run the EET step 
SkipRGR 0 = Run the Reference Gage Regression (RGR) step, 1 = Do not 


run the RGR step 
RUNOFFREG 0 = Do not use a Runoff (RO) Regression, 1 = Replace the 


Runoff grid values with the regression in the RO Step 
ROA RO Reg. Coefficient 1; intercept term 
ROB RO Reg. Coefficient 2; Drainage Area (DA) term (Sq Km) 
ROC RO Reg. Coefficient 3; Mean Monthly Precipitation term 


(cm/month) 
ROD RO Reg. Coefficient 4; Mean Monthly Temperature term (deg. 


C) 
ROE RO Reg. Coefficient 5; Mean Annual Base Flow Index (0 to 


100) 
ROBCF RO Reg. Bias Correction Factor (BCF) 
TPOS Temperature (Deg. C) to be added to the Mean Monthly 


Temperature needed to produce positive temperature values for 
the log transform in the RO Reg. 
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Step 1 Unit Runoff Calculations 
 
Step 1 uses MA and MM runoff grids as the baseline unit runoff values (Wolock and McCabe, 1999). The 
runoff grids were produced as part of the U.S. Global Change Research Program (USGCRP), where a 
water balance approach was used to estimate runoff. The water balance approach takes precipitation, 
potential evapotranspiration (PET), evapotranspiration (ET), and soil moisture storage into account. In 
this process, ET losses are, properly, not allowed to exceed precipitation. These grids are overlaid onto 
the NHDPlusV2 catchments to compute runoff within each catchment.  The catchment runoff values are 
conservatively routed downstream to arrive at the first estimate of streamflows for each networked 
NHDFlowline feature. Figure A-10 shows the mean annual runoff grid.  Note that, for use in 
NHDPlusV2, the runoff grids were expanded to include areas of Canada and Mexico. 
 
Incremental runoff flows for each NHDFlowline feature are labeled “QIncr0001A”.  The Qincr0001A 
flows are routed and accumulated to produce the Step 1 flow estimates which are labeled Q0001A.   
 


 


Figure A-10: Mean Annual Runoff 


 
Runoff Using the Regression Method: 
 
In 17 MM flows the QA statistics were particularly poor, with Standard Errors of the Estimate (SEEs) in 
the hundreds of thousands. All of these cases occurred in Great Plains VPUs (10U, 10L, 11, and 07) in the 
winter. An investigation of these cases found that the reason for these poor results is that the runoff flow 
is dominated by base flow with surface runoff being close to zero. A log-log runoff regression method is 
used in these cases, replacing the runoff grids with the unit runoff regression equations. The best unit 
runoff equation was found to be: 
 


URO (cfs/Km2) = 10a * Pcmc * TDegCd * BFIe * BCF, where 
a, c, d, e = regression coefficients 
Pcm = Mean monthly Precipitation (cm) 
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TDegC = Mean monthly temperature (Deg. C), 
BFI = Mean Annual Base Flow Index (see /http://water.usgs.gov/GIS/dsdl/bfi48grd.zip),  
BCF = Bias Correction Factor (see Duan, 1983) 


 
The VPUs/months, and the regression coefficients, where this method is applied can be found by 
querying the EROMOPTS.DBF table. 
 
The regression method worked well, providing QA statistics for these months that are comparable to other 
months in the VPU. An example of the runoff QA statistics with and without the use of the regression 
method is shown below for VPU 10U. The regression method is used for November, December, January, 
February, and March. 
 


 
VPU 10U Runoff QA before Regression 
 


 
VPU 10U QA after Regression 


Note that the count of gages (N) and the QA statistics are different for MA and all MM values for the 
before and after cases. This is because all of the other changes to EROM were applied to the “after” runs. 
 
 
Step 2 Computations: 
 
Step 2 implements a method that takes “excess ET” into account. This method, developed by Dave 
Wollock of USGS (personal communication), considers the total available water in a given catchment to 
compute additional losses due to ET. The ET losses can exceed the total water available in a catchment, 
resulting in a net loss in streamflow. 
 
As streamflow is routed through the NHDFlowline network, some portion of the flow can be “lost” in a 
downstream catchment through evapotranspiration (ET). The quantity of lost streamflow is assumed to be 
a function, in part, of excess potential ET (PET) in the hydrologic unit, which is defined as the PET that is 
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in excess of actual ET (AET) computed by the water-balance model. The model assumes that the excess 
PET within the river corridor itself places a demand on water entering the catchment from upstream flow 
and that the river corridor is 30% of the total catchment area. Furthermore, it is assumed that the amount 
of upstream flow that can be lost to satisfy excess PET is limited to 50% of the total upstream flow.  
These percentages were determined by subjective calibration of the model to measured streamflow in arid 
regions that clearly lose water in the downstream direction.  Runoff consumption in a catchment occurs 
when locally generated streamflow, computed from the water-balance model, is less than streamflow loss 
due to excess potential evapotranspiration. 
 
There are situations where this step is not run, and the Step 2 flows are set equal to the Step 1 flows. For 
mean annual flows there is an option to not run this step; this option is selected if the QA statistics for a 
VPU show that step 2 greatly increases the error terms. EROM is then re-run with the option to not run 
Step 2. The VPUs where Step 2 is not run for mean annual flows is contained in the Release Notes. 
  
Input Data: 


• PPT – The mean annual precipitation in the catchment from PRISM. 
• Temp: The mean monthly temperature of the catchment using Prism; it is the (average max T + 


Average Min T) / 2. 
• XLAT: The average latitude of the catchment for the NHDFlowline feature.  
• QAUS: The sum of flows that enter the catchment based on the Step 1 values. 
• Qincr0001A: The incremental flow in the catchment from Step 1. 
• Julian Day: For each month, the Julian Day for the middle of the month. 
• Fract1, Fract2 are inputs; default values are 0.3 and 0.5, respectively. 


 
Step 2 calculations are performed as follows: 
 


Note:  The method described below is the Hamon Method (Hamon, 1961). 
 
1. Sum the monthly PET values to arrive at total PET. 
2. AET (actual ET) = Max( PPT – PET, 0) 
3. ExtraPET = MAX(PET – AET, 0) 
4. Q0001B = QAUS + Qincr0001A – Min(QAUS*Frac2, ExtraPET*Frac1) 
5. Qincr0001B = Q0002B – QAUS. Qincr0001B is the incremental Step 2 inflow for the 


catchment/NHDFlowline feature. 
 
Note:  For headwater NHDFlowline features, the calculations will not change the Step 1 flow estimates 
because QAUS = 0 
 
Steps 1 and 2 are designed to estimate “natural flow”.  Step 1 uses the flow balance runoff grids, which 
reflects “natural runoff” at a much finer resolution than the NHDPlusV1 runoff, which is based on a 
HUC8 resolution. Step 2, “Excess ET”, is designed to take instream losses into account due to natural 
hydrologic processes. This loss of instream flow is a significant, observed phenomenon, especially in 
areas west of the Mississippi River. Step 2 was introduced to overcome a major problem in the 
NHDPlusV1 flow estimates, which tended to over-estimate flows in dry, hot areas because the flow 
estimation process in NHDPlusV1 had no loss component.  Together, Q0001B flow estimates, produced 
by Step 2, are designed to provide the “best estimates” of natural flow.  
 
Step 3 Reference Gage Regression Flow Adjustment 
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In the course of performing detailed QA/QC of flow estimates in HydroRegion 04, it was discovered that 
steps 1 and 2 tended to fairly consistently under-estimate flows.  Based on the knowledge and experience 
of the USGS hydrologists on and consulting with the NHDPlus team (Al Rea, Dave Wolock, and Kernell 
Ries), it was hypothosized that steps 1 and 2 may “miss” a key part of the natural stream flow, which 
could be an underlying, fairly consistent negative bias in base flow.  Additional analyses using gages that 
are primarily “natural flow” (known as the “Falcone Reference Gages”) reinforced this point. 
 
Through evaluations of the flow at the Falcone gages versus EROM Step 2 flow estimates, a log-log 
regression adjustment of the EROM flow estimates after the first two steps helped to correct for this 
observed bias in the EROM flows in HydroRegion 04. Based on this analysis, Step 3 uses the results of 
the regression to adjust the EROM Step 2 flows. 
 
The phenomenon found in HydroRegion 04 is not expected to occur in all HydroRegions. However, there 
is every reason to expect that different situations occur. For instance, there may be a consistent loss of 
base flow to groundwater, which might then lead to an over-estimation of stream flow in EROM.  
 
The regression step has been found to improve EROM flow estimates in several VPUs, while in some 
VPUs it has a marginal effect; refer to the EROMQA_0001.pdf files for each VPU to see what impacts 
the regression step has in improving EROM flow estimates.  
 
Based on the EROM QA, if there are no particular “issues” in a VPU that result in a consistent under or 
over-estimation of stream flows, then the regression equation has a minor effect on the stream flow 
estimates. The QA statistics and the regression coefficients (described in the section on “EROM Flow 
Estimation QA”) provide the information needed to determine whether or not, and by how much, the 
regression process changes stream flows. 
 
The Reference Gage Regression applies a regression-based adjustment to the Q0001B flow which is then 
referred to as Q0001C. The regression is determined as follows: 
 


1. The reference gages are screened based on two criteria.  First, the NHDPlusV2 drainage area for 
the gage must be within a certain plus or minus percentage of the NWIS-reported drainage area.  
Second, the gage must have a required minimum number of years/months of complete record.  
The criteria used for each VPU is shown in the EROM QA report. 


2. The screened reference gages are used to develop a log-log regression comparing the gage flow to 
the Q0001B flow. The regression is of the form: 


Q0001C = a * Q0001Bb * BCF, where                                              (1) 
 a and b = regression coefficients and 


BCF = Bias Correction Factor 
  Equation (1) is then applied to all networked NHDFlowline features. 


3. Regression variables and calculations: 
N = number of Reference gages being used 
i = the gage being used, from 1 to N,  Note: summations are for all N 


  Yi = log10(Q_Fi + 0.1), where Q_Fi = Falcone Reference gage Q adjusted to the bottom of 
the stream segment 


 Xi = log10(Q0001Bi + 0.1), where Q0001B i is the Q0001B flow for the NHDFlowline 
feature containing the gage 
Xbar = ∑X i / N 
Ybar = ∑Y i / N 
xi = Xi - Xbar 
yi = Yi - Ybar 
b = (∑xi*y i) / ∑xi


2 
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a = (Ybar – b*Xbar) 
r2 = b * Σ(xi*y i) / ∑(yi


2) 
 


For the BCF using a “smearing” approach (Duan, 1983): 
ei = Yi – 10a * X i


b 


BCF = ∑(10ei / N) 
 
Figure A-11 shows a simple junction with network features numbered 1, 2, and 3. This will be used to 
illustrate how the reference gage regressions and incremental flows are computed. 
 


 
Figure A-11:  A Simple Junction for Flow Routing 


 
Step 4 flow calculations are made as follows: 
 


The calculations are performed for NHDFlowline features 1 and 2 and all networked features 
above 1 and 2.  Also, ALL flows are >=0; no negative flows are allowed. Incremental flows may 
be negative. 


 
Q0001Bn = Flow on NHDFlowline feature n from the EET step 
Q0001Cn = Flow on NHDFlowline feature n with the reference gage equation applied 
Qincr0001C3 = Incremental flow on NHDFlowline feature 3 in the reference gage step 
Divfract3 = If NHDFlowline feature number 3 was part of a divergence, this would be the fraction 
of the upstream flow to route to feature number 3. 
a, b, BCF = reference gage regression coefficients 
 
Q0001C1 = 10a * Q0001B1


b * BCF 
Q0001C 2 = 10a * Q0001B 2


b * BCF 
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Q0001C 3 = 10a * Q0001B 3
b * BCF 


Qincr0001C 3 = Q0001C 3 – (Divfract3 * (Q0001C 1 + Q0001C 2)) 
 
Note 1: Flow balance is preserved because accumulated flows are a sum of incremental flows. 
Note 2:  The reference gage regression is, in effect, applied to incremental flows in cases where 
the network feature is a headwater or a minor path of a divergence without flow split values 
(Divfract=0 for the minor path). 


. 
Step 4 PlusFlowAR Flow Adjustments 
 
Step 4, PlusFlowAR adjustments, is an opportunity to incorporate flow withdrawals, augmentations, and 
inter-basin transfers, into the flow estimates.  A data table has been added to NHDPlusV2, named 
“PlusFlowAR”, that provides a place for flow additions, removals, and transfers of flow to be taken into 
account. This table can hold, for instance, upstream boundary conditions from Lake Erie to the Niagara 
River, flow transfers from the Colorado River to other basins or locales (e.g., Phoenix or California), 
flows withdrawn for irrigation, and irrigation return flows.  As EROM routes down the NHDFLowline 
network, flows are added and removed based on the addition and removal points and quantities in 
PlusFlowAR. The Qincr0001C values are modified and saved as Qincr0001D. 
 
Over time, it is hoped that the PlusFlowAR table will be used to store many flow removals, additions and 
transfers, including irrigation and drinking water withdrawals, karst areas flows, and losses/gains from 
groundwater. 
 
There can be situations where the total available flow is less than the flow that is to be transferred from a 
given NHDFlowline feature. In this case, all Q0001D flow will be transferred/withdrawn, resulting in a 
zero flow at that NHDFlowline feature.  In these cases, there is a field in the EROM output that tracks the 
amount of flow in the PlusFlowAR table that is not available for transfer/withdrawl.  
 
The cumulative and incremental flows after the PlusFlowAR adjustments are referred to as Q0001D and 
Qincr0001D, respectively.  Using the example in Figure A-11, Q0001D and Qincr0001D are computed as 
follows: 
 


Q0001Dn = Q0001Cn +/- PlusFlowAR  where n is the NHDFlowline feature number 1, 2, or 3 
Qincr0001D3 = Q0001D3 – (Divfract * (Q0001D1 + Q0001D2)) 
 


Step 5 Gage-based Flow Adjustments 
 
Step 5 performs a gage-based flow adjustment on NHDPlusV2 network features above the gages.  Step 5 
is a way to (1) provide much better flow estimates upstream of gages, and (2) “adjust” flow estimates 
downstream of gages to better reflect flow alterations not taken into account in the first four steps.  Step 5 
adjusts streamflow estimates based on observed gaging station data.  Only gaging stations linked to the 
NHDPlus network are used to adjust flows. The adjustment process includes the following steps: 
 


1. Only gages where the NHDPlusV2 drainage area for the gage is within +/- 20% of the NWIS 
gage drainage area are used for gage adjustment.  The drainage area comparison removes gages 
that are incorrectly on the minor path of a divergence or mis-located on a tributary rather than on 
a mainstem.  An example of these outliers is shown in Figure A-12. The circled gage points are 
gages that would be removed in this process.  
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Region 02 Drainage Area QA
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Figure A-12: Gage Mismatch Removal 


 
2. The gage flows and drainage areas are adjusted to reflect values at the downstream end of the 


NHDFlowline feature.  Drainage area is adjusted by adding the catchment area below the gage to 
the gage drainage area. The gage flow is adjusted by taking the catchment unit runoff from Step 1 
(cfs/km2), and adding that incremental flow based on the catchment area below the gage. 


 
3. Incremental flows are adjusted as follows: 


a. For Upstream gages (no other gages upstream). 
i. Apportion the adjustments in the incremental streamflows (Q000D) so that the 


NHDFlowline features that are closer to the gage receive more of the adjustments 
than NHDFlowline features farther away from gage. The adjustment is 
apportioned based on the ratio of an NHDFlowline feature’s drainage area to 
gage drainage area. 


ii. Streamflow adjustment is made only where the NHDFlowline feature’s 
cumulative drainage area is greater than or equal to 0.5 of the NHDPlus gage 
drainage area. 


iii.  A “flow balance” will usually be maintained such that the incremental flows 
from Step 5 can be summed to get the Step 5 streamflows. 


b. For a gage that lies below another gage on the same mainstem.  Mainstems are defined as 
the Level Paths in NHDPlusV2 (See PlusFlowlineVAA.LevelPathID). 


i. The adjustments are apportioned to incremental flow such that the NHDFlowline 
features that are closer to the gage receive more of the adjustments than 
NHDFlowline features farther away from gage. 


ii. The flows will be adjusted for all NHDFlowline features between the two gages 
regardless of the gage drainage ratios. 
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4.  The flows on NHDFlowline features are not adjusted per se for gages that are upstream, however  
the gage-adjusted flows upstream of gages are routed downstream so that the gage adjustment 
effects will impact NHDFlowline features downstream of gages.  This helps to improve flow 
estimates on all NHDFlowline features downstream of gages. 


 
The gage flow adjustments are computed as follows: 
 


1. There is no gage upstream: 
a. The change in flow necessary for the Step 4 flow and the gage flow to match is DeltaQ = 


Qgage – Q0001D.  
b. The NHDFlowline features to which DeltaQ must be apportioned is found by navigating 


upstream from the gage, “flagging” all NHDFlowline features with a cumulative drainage 
area >= 0.5 times the gage drainage area.  Each NHDFlowline feature’s cumulative 
drainage area is referred to as “CumDA”. 


c. Sum of the cumulative drainage areas for the NHDFlowline features to be adjusted is 
computed. This will be referred to as “CumCumDA”. 


d. The incremental flow adjustment for each of the NHDFlowline features from (2) is 
calculated as: DeltaincrQ = DeltaQ / CumCumDA * CumDA. Qincr0001E = 
Qincr0001D + DeltaincrQ 


e. All of the NHDFlowline features that are adjusted are flagged such that no further flow 
adjustments can be made to them. 


 
2. The gage is below another gage on the same Level Path: 


a. The revised flow at the upstream gage(s) is routed and accumulated from the upstream 
gage down to this gage. The accumulation is based on the Qincr0001D values on the 
NHDFlowline features between the gages. At this gage the DeltaQ = Qgage – Q0001D 
based on the downstream gage values. 


b. The NHDFlowline features are navigated from this gage to the next upstream gage(s). 
This routing includes all NHDFlowline features between the two gages as well as any 
tributary NHDFlowline features that have (1) not already been flagged as being adjusted, 
for instance, NHDFlowline features adjusted in 1 above; and, (2) tributary NHDFlowline 
features where the cumulative drainage area is >= 0.5 times the downstream gage 
drainage area.  


c. It is important to note that the drainage area criterion is not used for NHDFlowline 
features on the same Level Path between the gages. This is to ensure that there are no 
“gaps” in the gage flow adjustments between gages on the same mainstem, which is 
defined by the Level Path. 


d. The same flow adjustment method as described in 1.d above is performed, where 
DeltaincrQ = DeltaQ / CumCumDA * CumDA. Qincr0001E = Qincr0001D + 
DeltaincrQ. CumCumDA is the DA sum for all NHDFlowline features being adjusted, 
which includes all NHDFlowline features between the gages on the Level Path and any 
tributary NHDFlowline features that meet the DA >= 0.5 times the downstream gage DA. 


e. Note that large mainstem rivers will have adjustments on most of its NHDFlowline 
features, with adjustments probably occurring on larger tributares. 


 
3. There are no gages downstream on the Level Path. Flows are accumulated to the bottom of the 


Level Path using the Qincr0001E values on the mainstem and tributaries.  
 
Figures A-13 through A-18 illustrate how the gage-based flow adjustments are done. The example shows 
the process for step 1.d above. For ease in understanding the process, a unit flow (e.g., 1 cfs/km2) is 
assumed so that the drainage areas and flows are equal. Note that in this example, NHDFlowline features 
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are adjusted on both mainstem NHDFlowline features and on one tributary NHDFlowline feature. In 
many situations, a “flow balance” can be maintained such that the accumulation of the adjusted 
incremental flows in this process will be maintained.  In cases where the gage flow is greater than the 
Step 3 flow (Q0001C), a flow balance can always be maintained.  In many cases but not all cases, where 
the gage flow is less than the Q0001C flows, a flow balance can be maintained.  
 
There will be cases where the gage-based flow adjustment could result in a negative flow on one or more 
NHDFlowline features.  Because negative flows are not valid, the NHDFlowline feature flow will be set 
to zero.  In this case, the Step 4 flow on the NHDFlowline feature where the gage is located will be set 
equal to the gage flow. In this case a flow balance, in which the sum of the flows upstream plus the 
incremental flow, will not be able to be maintained above the gage.  Note that attempting to re-adjust 
changes in incremental inflows to maintain a flow balance can get quite complicated if not impossible; the 
re-adjustment could in itself lead to additional NHDFlowline features having negative flow, which would 
create a “loop”. 
 
 


Gage Adjustment: Starting Incremental DA’s and Inflows
(For simplicity, assume a unit runoff so DA’s and Q’s are 


the same)
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Figure A-13: Incremental Drainage Areas and Flows 
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Gage Adjustment: Cumulative Drainage Areas and Flows
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Figure A-14: Cumulative Drainage Areas and Flows 


 


Gage Adjustment: Adjust All Flowlines Upstream With 
CumDA >= 0.5 * Gage DA
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Figure A-15: NHDFlowline features to be adjusted by gage flow 
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Gage Adjustment: Adjustment Factors for Flowlines
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Figure A-16: Compute Adjustment Factors for NHDFlowline features 


 


Gage Adjustment: Compute Adjusted Incremental Flows
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Figure A-17: Compute adjusted incremental flows 
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Gage Adjustment: Re-Accumulate Flows
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Figure A-18: Re-accumulate Flows 


 
Step 6 Calculations 
 
Because Step 5 uses all gages, the flow estimates at the gage locations will always match the gaged flow 
values. This means that any statistical analyses on the Step 5 flows compared to gage flows will always 
be a “perfect” match. Step 6 is designed to provide a measure of how good the gage adjustment flow 
estimates are on ungaged NHDNHDFlowline feature features. The first step is to sequester (remove) a 
random set of gages, typically 20%, and repeat the gage adjustment process using the un-sequestered 
gages (i.e., 80%). The EROM QA process is then used to compute the QA statistics for the sequestered 
gages (i.e. the 20% not used for gage adjustment).   
 
This gage sequestration step is performed once, so the results are a “snapshot” for potential benefits of the 
gage adjustment step.  The gage sequestration could be performed multiple times, each time sequestering 
a different random set of gages.  Averaging the QA results over these multiple runs would be a refinement 
of this QA process. 
 
Some Observations: 
 


1. Taken together, Steps 1 and 2 are designed to provide the best consideration of the water balance 
components that is feasible on a national scale.  


2. Step 3, the Reference Gage Regression adjustment, takes into account factors not incorporated in 
the water balance, such as broad regional-scale groundwater effects. 


3. Step 4, the PlusFlowAR adjustment, has great potential to be able to take any water use factors 
into account, including groundwater, drinking water withdrawals, sewerage discharges, and 
irrigation into account. 


4. Step 5, Gage Adjustment, implicitly takes into account any factors not covered in the first four 
steps, such as consumptive use and flow augmentations not accounted for the PlusFlowAR tables. 
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EROM Flow Estimation QAQC 
 
Each run of the QA module produces two outputs: a tabular report and QA files. The tabular report comes 
up on the screen and is saved as EROMQA_0001.pdf in the EROMExtension folder. The format for the 
QA files is described below.  
 
EROM computes estimates for mean annual (MA) and the twelve mean monthly (MM) flows.  The QA 
report shows the results for all of these flows and there is one QA file for each of the thirteen flows.   
 
The EROM tabular report is saved to the EROMExtension folder as EROMQA_0001.pdf.  
The EROM QA files are saved to the EROMExtension folder as EROMQA_nn0001.DBF, where nn= 
“MA” for mean annual, “01” for January, etc. 
 
Summary of the Flow values computed in EROM 
 
Six flow values are computed in EROM, listed as A to F below: 
 


A. Cumulative runoff based on the runoff grids. 
B. The application of the Excess ET step to the cumulative runoff. 
C. The flow adjustments based on the Reference Gage regression. 
D. The application of PlusFlowAR flow additions and removals. 
E. Gage adjustment, in which the flows at the gages and a distance upstream from the gage are 


adjusted to match the gage flow. Statistics of the accuracy of this step are not possible because the 
gage adjustment is performed at every gage; the gage adjustment values will always be a 
“perfect” match to the gage flows. 


F. The gage adjustment performed with a randomly selected proportion of the gages removed 
(typically 20%); this process is referred to as gage sequestering. The gage sequestering provides a 
means to estimate the accuracy of the flows after the gage adjustment step. Ideally the gage 
sequestration should be run multiple times to provide a best estimate of the effects of the gage 
adjustment step, but this is currently not feasible because of the long run times for EROM. 


 
See the EROM documentation for more details on the computation of these flow values. 
 
Contents of the QA report 
 
The QA report contains comparisons of the EROM flow estimates and the observed gage flows.  Two 
statistics are used for measuring how well the different flow estimates performed in relation to the gage 
flows: 


1. The Log10 mean flow at the gage as compared to the Log10 of the EROM mean flow estimate. 
2. The Standard Error of the Estimate (SEE) in percent; 2/3 of the flow estimates will be within one 


SEE. 
 
There are four tables included in the EROM QA report: 


Table 1 reports statistics for all gages for flows A, B, C, and D described above. 
Table 2 reports the statistics for only the sequestered gages for flow value F. 
Table 3 reports the statistics for only the Reference gages. 
Table 4 presents the statistics used in the Reference Gage regression step (flow value C); these 
values are the log-log regression coefficients, R2, and the Standard Error of the regression. These 
statistics are computed in the EROM Module and saved to the EROM output table. 
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The third page of the QA report provides documentation of the content of the report. 
 
The best EROM flow and velocity estimates are the gage adjusted values: Q0001E and V0001E, 
respectively in the EROM_nn0001.DBF table. Table 2 of the EROM QA report provides an estimate of 
how good these flow estimates are as compared to gage flows. For “natural” flows and velocities, the best 
estimates are the Reference Gage Regression values: Q0001C and V0001C, respectively, in the 
EROM_nn0001.DBF table. The “RefGage Reg” column in column 3 of the EROM QA Report provides 
an estimate of how good these flow estimates are as compared to gage flows. 
 
Below is an example of Page 1 of the QA Report: 
 


 
Figure A-19:  EROM QA Report, Page 1. 


 
In the example report in figure A-19, note how the reference gage regression can improve the EROM 
flow estimates as compared to the runoff flow estimates. As compared to the runoff statistics, the 
reference gage regression statistics show that the log10 mean values are often much closer to the gage 
log10 mean, and the SEE in some cases is reduced by more than half. The following section on the QA 
file will illustrate what happens in the reference gage regression to make these improvements in flow 
estimates. 
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The EROM-Gage QA file 
 
The file is saved in the EROMExtension folder, named EROMQA_nn0001.DBF. 
 
The file can be loaded into ArcGIS or Excel. It is especially useful to load the file into Excel, or a similar 
spreadsheet package for use in graphing the results.  
  
The file layout is designed to facilitate graphical and statistical analyses. All data values are adjusted for 
the bottom of the NHDFlowline feature. The files are sorted by GageRef so that all of the reference gages 
are at the top of the file; this is useful for users who want to look at graphs or additional statistics for only 
the reference gages. 
 
Field Name Description Format 
ComID Common identifier of an NHDFlowline 


feature 
Long Integer 


Gageid The NWIS gageid Text(16) 
GageRef Text field: “Ref” = Falcone Reference 


Gage. Blank = not Reference gage. 
Char(3) 


DivDASqKm The NHDPlusV2 divergence-routed 
drainage area at the bottom of the 
flowline.(SqKm) 


Num(14,3) 


Q_E The Gage Flow (cfs) Num(14,3) 
Q_A Cumulative runoff (cfs) Num(14,3) 
Q_B Q_A – Excess ET (EET) (cfs) Num(14,3) 
Q_C Q_A - EET +/- Refgage Regression 


Adjustment 
Num(14,3) 


Q_D Q_A – EET +/ Refgage Regression 
Adjustment +/- PlusFlowAR (cfs) 


Num(14,3) 


Q_Eunitro Q_E / DivDASqKm Num(14,3) 
Q_Aunitro Q_A / DivDASqKm Num(14,3) 
Q_Bunitro Q_B / DivDASqKm Num(14,3) 
Q_Cunitro Q_C / DivDASqKm Num(14,3) 
Q_Dunitro Q_D / DivDASqKm Num(14,3) 
Q_Adelta Q_E – Q_A Num(14,3) 
Q_Bdelta Q_E – Q_B Num(14,3) 
Q_Cdelta Q_E – Q_C Num(14,3) 
Q_Ddelta Q_E – Q_D Num(14,3) 
Q_Aurodelt Q_Eunitro – Q_Aunitro Num(14,3) 
Q_Burodelt Q_Eunitro – Q_Bunitro Num(14,3) 
Q_Curodelt Q_Eunitro – Q_Cunitro Num(14,3) 
Q_Durodelt Q_Eunitro – Q_Dunitro Num(14,3) 
 
Figure A-20 contains a sample of the QA file, with the Q_E, Q_A, and Q_C columns highlighted. It is 
then a simple matter to produce a graph of gage flows versus EROM flows. An example of this graph is 
shown below the QA file example.  
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Figure A-20:  EROM QA File Example 


 
 
The graph in Figure A-21 shows gage flows on the x-axis and EROM flow estimates for runoff and the 
reference gage regression on the y-axis. The graph is in log-log coordinates to best show the range of 
flows. The blue triangles are the runoff flow estimates and the orange squares are the flows adjusted with 
the reference gage regression. The red line is where the gage and EROM flows would be equal. Note how 
the runoff estimates consistently under-estimate the true (gage) flows. The reference gage regression 
shifts the flows up to better match the gage flows.  
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Figure A-21:  QA Graph
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Vogel Mean Annual Flow Estimation Extension 


 
Mean annual flow estimates for the Continental United States (Hydrologic Regions 01 to 18) are 
computed based on the work of Vogel et al., 1999. This method uses a log-log regression approach based 
on drainage area, precipitation, and temperature data using mean annual flow values from the 
HydroClimatic Data Network (HCDN) of gages. These gages are defined as minimally affected by human 
activities, such as major reservoirs, intakes, and irrigation withdrawals. Therefore, the “Vogel” mean 
annual flow estimates are most representative of “natural” flow conditions. Regression parameters are 
provided for each Hydrologic Region. With this method, the mean annual flow for a NHDFlowline 
feature is computed as: 
 


MAFlowV = ea * CumAREAb * AreaWtMAPc * AreaWtMATd * BCF * 35.31467 
 


where  
a, b, c, and d are Hydrologic Region-specific regression coefficients,  
BCF = Bias Correction Factor by Hydrologic Region, 
CumAREA = Divergence-routed cumulative area, 
AreaWtMAP = Area-weighted mean annual precipitation, 
AreaWtMAT = Area-weighted mean annual temperature, and, 
35.31467 = conversion factor from cubic meters per second to cubic feet per second 


 
The BCF is needed because the regression is in log-log space. In addition, the Vogel flow estimates are 
valid only within the ranges of the original data used for computing the regressions. The regression 
coefficients, BCFs, and valid drainage area ranges for the Vogel Flow estimates are shown in Figure A-
221. For cumulative drainage areas that fall outside of these ranges, the Vogel flows and velocities are set 
to missing values (-9999) in the distributed data. 
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Hydrologic 
region 


    a       B        C      d    BCF AreaMin (Sq. Km.) AreaMax (Sq. 
Km.) 


 
R01 


 
-9.4301 


 
1.01238 


 
1.21308 


 
-0.5118 


 
1.004042 


 
5.179976221 


 
14672.28265 


R02 -2.707 0.97938 1.6251 -2.051 1.007174 2.58998811 29940.26256 


R03 -10.102 0.98445 2.2599 -1.607 1.014347 12.94994055 44547.7955 


R04 -5.678 0.96519 2.2889 -2.3191 1.012719 72.51966709 5982.872535 


R05 -4.891 0.99319 2.32521 -2.5093 1.007174 2.58998811 74164.30954 


R06 -8.82 0.96418 1.3581 -0.7476 1.009752 12.94994055 6622.599598 


R07 -11.861 1.00209 4.5596 -3.8984 1.009752 93.23957197 308208.5851 


R08 0 0.98399 3.157 -4.1898 1.011187 132.0893936 7283.046566 


R09 0 0.81629 6.4222 -7.6551 1.062826 51.79976221 16757.22307 


R10 -10.927 0.89405 3.2 -2.4524 1.156028 10.35995244 53491.02444 


R11 -18.627 0.96494 3.8152 -1.9665 1.044031 62.15971465 46236.46775 


R12 0 0.84712 3.8336 -4.7145 1.146124 85.46960764 101032.8462 


R13 0 0.77247 1.9636 -2.8284 1.122542 28.48986921 25200.58431 


R14 -9.856 0.98744 2.469 -1.8771 1.08462 90.64958386 116160.9667 


R15 0 0.8663 2.5065 -3.427 1.286895 23.30989299 68634.68492 


R16 0 0.83708 2.1672 -3.0535 1.118034 18.12991677 12975.84043 


R17 -10.18 1.00269 1.86412 -1.1579 1.059481 20.71990488 35094.3389 


R18 -8.438 0.97398 1.99863 -1.5319 1.109234 15.53992866 8062.632987 


Figure A-22: Vogel Flow Values by Hydrologic Region5 


 
The area-weighted MAP and MAT values come from PRISM-based grids that are allocated and 
accumulated using the CA3T tool. The results are stored in the VPUAttributeExtension directory, named 
CumDivPrecipMA CumDivTempMA, respectively. Cumulative Divergence-routed area comes from the 
CumulativeArea table in the NHDPlusAtributes folder. The MAP and MAT values are computed by 
dividing the CA3T accumulated values by the Divergence-routed cumulative area. 
 
The “Vogel” based flow and, therefore, velocity estimates depend upon estimates for mean annual 
precipitation and temperature, as well as drainage area. It is possible that drainage area, precipitation, or 
temperature data is unavailable in some cases, for instance where there is drainage entering from Canada 
or Mexico. The accumulation tool, CA3T, keeps track of “missing” data. If the percentage of missing 
temperature or precipitation data is greater than or equal to 25 percent of the total drainage area, the 
Vogel-based flow and velocity estimates are assigned missing values of -9999. 
 


                                                 
5 Figure A-22 contains published and unpublished material from Vogel (2005). The information in columns BCF, 
AreaMin, and AreaMax is unpublished and was supplied by Vogel through e-mail and telephone communication to 
Timothy R. Bondelid, Consulting Engineer.  
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Velocity Extension 
 
Velocities are estimated for Vogel and EROM mean annual and EROM mean monthly flows using the 
work of Jobson (1996). This method uses regression analyses on hydraulic variables for over 980 time-of-
travel studies, which represent about 90 different rivers in the U.S. These rivers represent a range of sizes, 
slopes, and channel geometries. Four principal NHDFlowline feature variables are used in the Jobson 
methods: drainage area, NHDFlowline feature slope, mean annual flow, and the flow associated with the 
velocity (e.g., mean annual or mean monthly flow). Based on his analyses, regression equations were 
developed to relate velocity (meters/second) to drainage area, a dimensionless drainage area, 
NHDFlowline feature slope, flow, and a dimensionless relative flow.    
 
Note that replication of the velocities using data values in the EROM or Vogel tables may not produce the 
exact velocities in the table due to round-off in the values in the table. This can occur because the velocity 
calculations were calculated using double-precision values in the code that generated the velocity 
estimates.  
 
The slope smoothing process does not permit zero slopes on NHDFlowline features. If the elevation 
smoothing produces a zero slope, the slope is set to a value of 0.00001. There are situations where the 
slope is set to “missing” (-9998), in which case the Jobson “Unknown-Slope” method is used for the 
velocity calculation. See Step 22 (Elevation Smoothing) for a description of when these missing slopes 
occur. For all NHDFlowline features with a slope, velocities are calculated using the Jobson “slope” 
method.  
 
The equations for the velocity estimates are presented below:  
 
The dimensionless relative discharge (Q’a) (Jobson, 1996) is expressed as 
 


Q’a = Q/Qa 
 


where  
Q = flow (cubic meters/second), and 
Qa = mean annual flow.  


 
The dimensionless drainage area (D’a) (Jobson, 1996) is expressed as 
 


D’ a = (Da
1.25 * g0.5)/Qa 


 
where  
 Da = drainage area (square meters), 


g   = acceleration of gravity (9.8 meters/second/second), and 
Qa = mean annual flow (cubic meters/second). 


 
The “Slope” method NHDFlowline feature velocity equation (Jobson, 1996) is: 
 
 Vel = 0.094 + (0.0143 * (D’a 


0.919) * (Q’ a
-0.469) * (slope0.159) * (Q/Da)). 


 
The “Unknown-Slope” NHDFlowline feature velocity equation (Jobson, 1996) is: 


Vel = 0.02 + (0.051 * D’a
0.821 * Q’a


-0.465 * (Q/Da)) 
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Conversion of velocity from mps to fps: 


Vel = Vel * 3.2808 
 


Guidelines and Caveats for Using the Velocities and Computing Time-of-Travel 
 
The Jobson method for estimating velocities is appropriate for estimating Time-of-Travel (ToT), 
especially because the Jobson work was developed for estimating ToT. Below are some key 
caveats and considerations to take into account when using the velocities and estimating ToT: 
 


1. The velocities are appropriate for flowing waters. Even though velocity estimates are 
provided for all networked flowlines, they are not appropriate for waterbodies such as 
lakes, reservoirs, wetlands and estuaries. Velocities and ToT calculations should not be 
used for these open waters.  


2. All EROM and Vogel flow estimates have associated velocity estimates. In general, ToT 
calculations should use the major paths of divergences because the minor paths are 
treated as “start” reaches, with a corresponding low flow and smaller velocity estimate. 
One method for ToT calculations is to use the dendrite part of the network by using 
flowlines where the VAA.StreamOrde = VAA.StreamCalc. 


3. Because there are now several flow estimates (Vogel mean annual, EROM mean annual 
and mean monthly) and the above caveats, the PlusFlowlineVAA.TravTime and 
PlusFlowlineVAA.PathTime values are not populated and there are no current plans to 
populate them.  
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Appendix B:  National Hydrography Dataset (NHD) Snapshot 
Feature Class and Table Descriptions 
 
The data contained in the \NHDSnapshot folder is the version of NHD data used to build NHDPlus.  Only 
the NHD features classes and tables of importance to NHDPlusV2 are described here.  Additional 
documentation on these and other NHD components may be found on:  http://nhd.usgs.gov/ 
 
Some fields in the attribute tables contain special coded values as follows: 
 


The value “-9998” signifies that the applicable value for the field is missing or undetermined. 
The value “-9999” signifies that there is no applicable value and one will never be assigned. 


 


\NHDSnapshot\Hydrography\NHDFlowline (line feature class)   
 
Description: NHD linear features of types: stream/river, canal/ditch, pipeline, artificial path, coastline, 
and connector. 
 
Field Name Description Format 
ComID    Common identifier of the NHD feature Long Integer 
FDate Feature Currency Date Date 
Resolution NHD db resolution (i.e. “high”, “medium” or “local”) Character (6) 
GNIS_ID Geographic Names Information System ID for the value in 


GNIS_Name 
Character(10) 


GNIS_Name Feature Name from the Geographic Names Information System Character(65) 
LengthKM Feature length in kilometers Num(11,3) 
ReachCode Reach Code assigned to feature Character (14) 
FlowDir Flow direction is “With Digitized” or “Uninitialized” 


Only flowlines with FlowDir = “With Digitized” are used to 
define the surface water network used in NHDPlus.  All other 
flowlines are ignored by NHDPlus. 


Character (14) 


WBAreaComI  ComID of the NHD polygonal water feature through which an 
NHD “Artificial Path” flowline flows 


Long Integer 


FType NHD Feature Type Character (32) 
FCode Numeric codes for various feature attributes in the NHDFCode 


lookup table 
Num(5) 


Shape_Leng Feature length in decimal degrees See ESRI 
documentation 


Enabled Always “True” Character (6) 
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\NHDSnapshot\Hydrography\NHDWaterbody (polygon feat ure class) 
 
Description: NHD polygonal features of types: Playa, Ice Mass, LakePond, Reservoir, SwampMarsh, 
and Estuary.  
 
Field Name Description Format 
ComID Common identifier of the NHD Waterbody feature Long Integer 
FDate Feature Currency Date Date 
Resolution  NHD db resolution (i.e. “high”, “medium” or “local”) Character (6) 
GNIS_ID  Geographic Names Information System ID for the value in 


GNIS_Name 
Character(10) 


GNIS_Name  Feature Name from the Geographic Names Information System Character (65) 
AreaSqKm Feature area in square kilometers Num(11,3) 
Elevation  Feature elevation in feet Num(10,3) 
ReachCode Reach Code assigned to feature Character (14) 
FType NHD Feature Type Character (32) 
FCode  Numeric code for various feature attributes; definitions for codes 


found in the NHDFCode lookup table 
Num(5) 


Shape_Leng Feature length in decimal degrees See ESRI 
documentation 


Shape_Area  Feature area in square decimal degrees See ESRI 
documentation 
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\NHDSnapshot\Hydrography\NHDArea (polygon feature c lass) 
 
Description: NHD polygonal features of types: Area to be Submerged, BayInlet, Bridge, CanalDitch, 
DamWeir, Flume, Foreshore, Hazard Zone, Lock Chamber, Inundation Area, Rapids, SeaOcean, Special 
Use Zone, Spillway, StreamRiver, Submerged Stream, Wash, Water IntakeOutflow, and Area of Complex 
Channels. 
 
Field Name Description Format 
ComID  Common identifier of the NHD area feature Long Integer 
FDate  Feature Currency Date Date 
Resolution  NHD db resolution (i.e. “high”, “medium” or “local”) Character (6) 
GNIS_ID  Geographic Names Information System ID for the value in 


GNIS_Name 
Character(10) 


GNIS_Name  Feature Name from the Geographic Names Information System Character 65) 
AreaSqKm  Feature area in square kilometers Num(11,3) 
Elevation  Feature elevation in feet Num(9,3) 
FType  NHD Feature Type Character (32) 
FCode  Numeric codes for various feature attributes; definitions for codes 


found in the NHDFCode lookup table 
Num(5) 


Shape_Leng  Feature length in decimal degrees See ESRI 
documentation 


Shape_Area  Feature area in square decimal degrees See ESRI 
documentation 
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\NHDSnapshot\NHDFCode (Table) 
 
Description: The FCode table describes attribute codes used in the FCode fields of feature tables. 
 
Field Name Description Format 
FCode  A numeric code that represents the feature type plus its encoded 


attribute values 
Long Integer 


Descriptio  Text description of feature type and the encoded attributes Character (255) 
CanalDitch  Canal Ditch Type (aqueduct, unspecified) Character (32) 
Constructi  Construction material (earthen, nonearthen, unspecified) Character (32) 
Hydrograph  Intermittent or perennial Character (32) 
Inundation  Inundation Area Type (debris basin, dewatering area, duck pond, 


general case, percolation basin, retarding basin) 
Character (32) 


Operationa  Operational Status (abandoned, operational, under construction) Character (32) 
PipelineTy  Pipeline type (aqueduct, general case, penstock, siphon) Character (32) 
Positional  Positional accuracy (approximate, definite, indefinite, not 


applicable) 
Character (32) 


Relationsh  Relationship to surface (abovewater, at or near, elevated, 
underground, underwater, unspecified) 


Character (32) 


ReservoirT  Reservoir type (aquaculture, decorative pool, disposal-tailings 
pond, disposal-unspecified, evaporator, swimming pool, 
treatment-cooling pond, treatment-filtration pond, treatment-
settling pond, treatment-sewage treatment pond, unspecified water 
storage) 


Character (32) 


Stage  Elevation stage (Normal Pool, Flood Elevation, Average Water 
Elevation, Date of Photography, High Water Elevation, Spillway 
Elevation) 


Character (32) 


SpecialUse  Special use category (dump site, spoil area) Character (32) 
KCode  Character (30) 
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\NHDSnapshot\NHDReachCrossReference (Table) 
 
Description: The NHDReachCrossReference table is used to track changes to Reachcodes and NHD 
Reach configuration.  As distributed with NHDPlus, this table tracks only Reachcodes assigned to 
Medium Resolution (1:100,000) NHD.  This table can be used to track the changes between NHDPlusV1 
to NHDPlusV2.   
 
Field Name Description Format 
OldReachCode Old Reachcode Character(14) 
OldReachDate Date OldReachcode was assigned Date 
NewReachCode New Reachcode Character(14) 
NewReachDate Date NewReachcode was assigned Date 
OldUpMi No longer used. Character(5) 
NewUpMi  No longer used. Character(5) 
ChangeCode  A: New Reach was added 


D: Old Reach was deleted 
1-1:  Old Reach became one new Reach 
1-P:  Old Reach became part of new Reach 
P-1:  Part of old Reach became new Reach 
P-P:  Part of old Reach became part of new Reach (rare) 


Character(4) 


Process Abreviation of process which changed the Reaches. Character(6) 
ReachFileVersion NHD Version Character (10) 
OldHUCode Old HUC8 Character (8) 
NewHUCode New HUC8 Character (8) 
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Appendix C:  National Elevation Dataset (NED) Snapshot 
Raster and Table Descriptions 
 
The NED snapshot resides in the \NEDSnapshot subfolder of the NHDPlusV2 VPU workspace.  The data 
contained in the \NEDSnapshot folder is the NED data that was used to build NHDPlusV2 for the VPU 
workspace. 
 
Additional documentation about the National Elevation Dataset may be found on:  http://ned.usgs.gov/.  
The data used were the 1-arc-second resolution NED. The NED data are updated on a bimonthly basis, 
and because the NHDPlusV2 production process took place over a period of many months, more than one 
snapshot of NED data were used. The source NED snapshot date is identified in the metadata for each 
NHDPlusV2 VPU.  
 
Data for Mexico were included in the NED.  
 
Elevation data for Canadian areas is from the Canadian Digital Elevation Data, Level 1 (CDED1). These 
data generally were derived from 1:50,000-scale topographic maps and sampled at a 0.75-arc-second 
resolution. The data were downloaded from the web at http://www.geobase.ca/.  Each file was in DEM 
format.  
 
Both the NED and CDED1 data were provided as tiled datasets in rectangular tiles. Automated processes 
were developed to clip the desired areas from each data tile, merge the pieces together, check for and fill 
any gaps in the data, and finally to project the data to the Albers Equal-area map projection and convert to 
an integer grid with elevations in centimeters. A shaded relief grid then was generated.  


\NEDSnapshot\elev cm (grid) 
 
Description: An ESRI integer grid dataset that gives the elevation in centimeters (from the North 
American Vertical Datum of 1988).  This grid holds the source elevation data used to build NHDPlus.  
This grid is an integer grid, with vertical units of centimeters, on the Albers Equal-area map projection.  
This grid is not hydro-enforced.  
 
Field Name Description Format 


Value  Elevation in centimeters See ESRI 
documentation 
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\NEDSnapshot\shdrelief (grid) 
 
Description: An ESRI integer grid dataset that contains the shaded relief generated from elev_cm. 
 
Field Name Description Format 


Value  0-254 See ESRI 
documentation 


Count Number of cells with the same value in Value Long Integer 
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Appendix D:  Watershed Boundary Dataset (WBD) Snapshot 
Feature Class and Table Descriptions 
 
The WBD snapshot resides in the \WBDSnapshot subfolder of the NHDPlusV2 VPU workspace.  The 
data contained in the \WBDSnapshot folder is the WBD data used to build NHDPlusV2 for the VPU 
workspace.  As NHDPlusV2 was build for each VPU, the most recent WBD snapshot was acquired from 
the Watershed Boundary Dataset website located at http://www.nrcd.usda.gov 
 


\WBDSnapshot\WBD\WBD_SubWatershed (polygon feature class) 
 
Description: Boundaries of 12-digit Hydrologic Units.   
 
Additional documentation about the Watershed Boundary Dataset may be found at:   
http://www.nrcs.usda.gov/wps/portal/nrcs/detail/national/water/watersheds/dataset/?&cid=nrcs143_02161
6 
 
Field Name Description Format 
HUC_8 8-digit Hydrologic Unit Code Char(8) 
HUC_10  10-digit Hydrologic Unit Code Char(10) 
HUC_12  12-digit Hydrologic Unit Code Char(12) 
Acres  Size of 12-digit HUC Num( , ) 
NContrib_A  Non-contributing area in 12-digit HUC Num( , ) 
HU_10_GNIS 10-digit HUC GNIS name Char(23) 
HU_12_GNIS 12-digit HUC GNIS name Char(23) 
HU_10_DS Downstream 10-digit HUC  Char(10) 
HU_10_Name 10-digit HUC name Char(80) 
HU_10_Mod Identifies interbasin transfers (IT), dams at outlet (DM), etc. that 


modify natural overland flow as modifications are identified 
from most significant to least significant modification(s).  
Hydrologic units with no modification are marked with NM. 
      SC - Stormwater Canal or Drainage Canal 
      ID - Irrigation Ditch 
      IT - Interbasin Transfer 
      BC - Barge Canal or Navigation Canal 
      SD - Stormwater Ditch 
      PD - Pipe Diversion 
      CD - Channel Diversion 
      NC - Noncontributing Area 
      KA - Karst 
      LE - Levee 
      NM - No Modifications 
      OC - Overflow Channel or Flume 
      DM - Dam at outlet or HU boundary 
      GC - General Canal/Ditch 
      PS - Pumping Station 
      DD - Drainage Ditch 
      SI - Siphon 


Char(20) 
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      AD - Aqueduct 
      RS - Reservoir 
      TF - Transportation Feature (road, railroad, docks etc.) 
      GF - Ground-Water Flow 
      MA - Mining Activity 
      UA - Urban Area 
      GL - Glacier 
      IF - Ice Field 
      OF - Overbank Flow 
      OT – Other 


HU_10_Type The hydrologic unit type that most closely identifies the 
watershed.    
      S - "Standard" hydrologic unit - Any land HU with drainage 
flowing to a single outlet point, excluding non-contributing 
areas. This includes areas or small triangular wedges between 
adjacent HU's that remain after classic hydrologic units are 
delineated.  Some examples include "true", "classic", 
"composite", and "remnant" hydrologic units. 
      C - "Closed Basin" hydrologic unit - A drainage area that is 
100% non-contributing. This means all surface flow is internal, 
no overland flow leaves the hydrologic unit through the outlet 
point. 
      F - "Frontal" hydrologic unit - Areas along the coastline of 
lakes, oceans, bays, etc. that have more than one outlet.  These 
HU's are predominantly land with some water areas at or near 
the outlet(s). 
      M - “Multiple Outlet” hydrologic unit An area that has more 
than one natural outlet; for example, an outlet located on a 
stream with multiple channels. This does not include frontal or 
water hydrologic units, hydrologic units with artificial interbasin 
transfers, drainage outlets through karst or ground-water flow, or 
outlets that cross a stream with an island. This code should be 
used only in rare instances.  
      W - "Water" hydrologic unit - Hydrologic units that are 
predominantly water with adjacent land areas, ex. lake, 
easturies, harbors. 
      I - "Island" hydrologic unit - A hydrologic unit that is one or 
more islands and adjacent water out to the toe of the shore face. 
      U - "Unclassified" hydrologic unit - A hydrologic unit that 
can't be defined or doesn't fit into one of the types that have been 
listed. 


Char(1) 


HU_12_DS Downstream 12-digit HUC Char(10) 
HU_12_Name 12-digit HUC name Char(80) 
HU_12_Mod Identifies interbasin transfers (IT), dams at outlet (DM), etc. that 


modify natural overland flow as modifications are identified 
from most significant to least significant modification(s).  
Hydrologic units with no modification are marked with NM. 
      SC - Stormwater Canal or Drainage Canal 
      ID - Irrigation Ditch 
      IT - Interbasin Transfer 


Char(20) 
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      BC - Barge Canal or Navigation Canal 
      SD - Stormwater Ditch 
      PD - Pipe Diversion 
      CD - Channel Diversion 
      NC - Noncontributing Area 
      KA - Karst 
      LE - Levee 
      NM - No Modifications 
      OC - Overflow Channel or Flume 
      DM - Dam at outlet or HU boundary 
      GC - General Canal/Ditch 
      PS - Pumping Station 
      DD - Drainage Ditch 
      SI - Siphon 
      AD - Aqueduct 
      RS - Reservoir 
      TF - Transportation Feature (road, railroad, docks etc.) 
      GF - Ground-Water Flow 
      MA - Mining Activity 
      UA - Urban Area 
      GL - Glacier 
      IF - Ice Field 
      OF - Overbank Flow 
      OT - Other 


HU_12_Type The hydrologic unit type that most closely identifies the 
watershed.    
      S - "Standard" hydrologic unit - Any land HU with drainage 
flowing to a single outlet point, excluding non-contributing 
areas. This includes areas or small triangular wedges between 
adjacent HU's that remain after classic hydrologic units are 
delineated.  Some examples include "true", "classic", 
"composite", and "remnant" hydrologic units. 
      C - "Closed Basin" hydrologic unit - A drainage area that is 
100% non-contributing. This means all surface flow is internal, 
no overland flow leaves the hydrologic unit through the outlet 
point. 
      F - "Frontal" hydrologic unit - Areas along the coastline of 
lakes, oceans, bays, etc. that have more than one outlet.  These 
HU's are predominantly land with some water areas at or near 
the outlet(s). 
      M - “Multiple Outlet” hydrologic unit An area that has more 
than one natural outlet; for example, an outlet located on a 
stream with multiple channels. This does not include frontal or 
water hydrologic units, hydrologic units with artificial interbasin 
transfers, drainage outlets through karst or ground-water flow, or 
outlets that cross a stream with an island. This code should be 
used only in rare instances.  
      W - "Water" hydrologic unit - Hydrologic units that are 
predominantly water with adjacent land areas, ex. lake, 
easturies, harbors. 
      I - "Island" hydrologic unit - A hydrologic unit that is one or 


Char(1) 
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more islands and adjacent water out to the toe of the shore face. 
      U - "Unclassified" hydrologic unit - A hydrologic unit that 
can't be defined or doesn't fit into one of the types that have been 
listed. 


Meta_ID Most recent Meta_ID which links to content in WBD metadata Char(4) 
States List of states within the 12-digit HUC Char(20) 
GlobalID Globally Unique Identifier Char(38) 
GAZ_ID Identifier assigned by NHDPlus production process Long Integer 
Shape_Leng Feature length in decimal degrees See ESRI 


Documentation 
Shape_Area Feature area in square decimal degrees See ESRI 


Documentation 







161 
 


Appendix E:  Purpose Code (PurpCode) Values 
Sink  
PurpCode PurpDesc 


1 BurnLineEvent network end  
2 BurnLineEvent non-spatial connection 
3 NHDWaterbody Playa  
4 BurnAddWaterbody Playa  
5 NHD Waterbody closed lake  
6 WBD Closed HUC12  


7 
WBD HUC12 not indicated as closed, but no surface-water connection is 
seen on maps 


8 BurnAddWaterbody closed lake  
9 Karst sinkhole 
10 Topographic depression 
11 Topographic depression (Canada or Mexico) 
12 BurnAddLine end (Mexico) 


  
BurnAddLine  
PurpCode PurpDesc 
CN Feature from Canadian NHN 


CT Feature from Canadian NHN, but trimmed. Not whole NHN feature. 


CC Connection between Canadian NHN and US NHD 


CO 
Feature omitted from Canadian NHN. Added to ensure drainage 
connectivity. 


NO Feature omitted from NHD. Added to ensure drainage connectivity. 
HR Feature from High resolution NHD 


HT 
Feature from High resolution NHD, but trimmed. Not whole High 
resolution Feature. 


NH 
Feature from High resolution NHD. In Canada or Mexico, from harmonized 
NHD data. 


CH 
Connection between High Resolution NHD and Medium Resolution NHD. 
High resolution may include harmonized Canada or Mexico data. 


UF Feature from Medium Resolution NHD FlowDir=Uninitialized 


BA 
Feature from adjacent VPU, burned to ensure same catchment boundaries 
from both VPU's 


BW Line added to breach a wall 
AC Added connector  
MB Modify burn path 
AV InterVPU flowline from adjacent VPU 
AP Artificial path in coastal bay 
CV Coastline from adjacent VPU 


EN Stream digitized to exit VPU drainage to NoData extent 
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Appendix F:  How do Catchment Boundaries differ from WBD 
Snapshot Boundaries 
 
A common goal of the NHDPlus and WBD programs is to minimize differences, over time, between 
catchment boundaries and WBD boundaries.  The objective is to have NHDPlusV2 catchments that will 
nest within WBD HUC12 areas.  This, in turn, will enable catchment attributes to be aggregated up to any 
HUC level.   A particular version of NHDPlusV2 catchments is built using a snapshot of the WBD and 
the nesting will only apply to that particular WBD snapshot.     


The WBD HUC12 drainage divide lines are incorporated into the NHDPlusV2 hydro-enforced DEM as 
“walls” so that DEM derived flow direction cells (i.e. the NHDPlusV2 fdr grid) conform to the WBD.  
Catchments for NHDFlowline features and Sink features are created using the NHDPlusV2 fdr grid and, 
theoretically, the catchments should conform to the WBD boundaries within the 30-meter grid cell 
resolution.  In practice, however, catchments and WBD Boundaries are not always that closely aligned.  
At present, the catchment boundaries correspond well at ridge lines but small differences are common at 
the WBD pour points.  Below is a list of common data conditions that result in differences between the 
catchment boundaries and the WBD boundaries.   


• Pour point of the catchment is slightly upstream or downstream of the pourpoint of the WBD.  
This misalignment between the medium resolution NHD and the WBD can occur at HUC12 
outlets. Here, the segmentation of the NHD does not always match with the WBD outlets. The 
result is a catchment extending into a portion of the next downstream or upstream HUC12 (Figure 
F-1).  


• The 30-meter grid cell resolution can sometimes be a limiting factor for spatial correspondence 
between the catchments and WBD divides. This is true when an NHDFlowline feature is within a 
grid cell width of a WBD divide. This situation can result in an NHDFlowline feature breaching 
the WBD wall feature in the hydro-enforced DEM. This processing artifact can cause the 
catchment for the NHDFlowline feature to extend beyond the WBD divide.  An example of this is 
shown in Figure F-2 where the 30-meter cell-size rasterization causes a series of NHDFlowline 
features to breach nearby WBD wall features. 


• Where lake shores are used to define WBD boundaries (see Figure F-3), the NHDPlus catchments 
associated with artificial paths within the lakes, will not match the WBD boundary. The NHD 
representation is correct since the artificial path catchment features should include contributing 
drainage from the surrounding HUC12s.  


• In arid areas, some HUC12s may be “empty”, i.e. may not contain any NHDFlowline features or 
other water features. If the HUC12 was not identified in WBD as a closed basin, the wall between 
the HUC12 and the downstream HUC12 was removed during the NHDPlusV2 production 
process. In these cases, the catchments may not agree closely with the HUC12 boundaries.   In 
Figure F-4A, the example shows two empty HUC12s. A portion of the boundary of each empty 
HUC12 is removed from the Wall feature thus hydrologically connecting the empty HUCs to 
downstream drainage.  In the figure, one empty HUCs flows to the other empty HUC which 
drains to the next downstream HUC containing an NHDFlowline feature. The resultant catchment 
for the NHDFlowline feature includes the area of the HUC 12 that the feature is within plus the 
two upstream empty HUC 12s (Figure F-4B). 


• Aric areas present situations where there are isolated NHDFlowline networks within a HUC12, 
and a sink is placed at the downstream end of each isolated network.  Sometimes there is an area 
downhill of the sink, within the HUC 12, but with no flowline to connect the area to an adjacent 
HUC12. If the HUC12 is not identified as a closed basin in WBD and has a downstream HUC12 
identified, a section of the wall was removed during NHDPlusV2 processing.  By removing the 
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wall section, the downhill portion of the HUC12 drains to the downstream HUC12.  In these 
cases, the areas downhill of the sink will be assigned to a catchment in the downstream HUC12. 
Figure F-5 shows a catchment for an NHDWaterbody playa feature (i.e. a sink labeled with a map 
id of 1) which includes all of the area for an upslope empty HUC12 (same scenario as Figure F-4) 
and a large portion of another upstream HUC 12 that is partially allocated to catchments for an 
isolated network.  


• All NHDFlowline headwater features are trimmed back by a small distance to reduce possible 
breaches of ridge lines in the DEM.  Further intersecting conflicts of headwater features with the 
WBD drainage divides are then identified and additional trimming is performed on these 
conflicting headwater features. These combined trimming actions do not ensure that headwater 
flowlines will never breach a WBD divide.        


In Figure F-6, a headwater NHDFlowline feature extends into an adjacent WBD HUC12 in a 
manner that appears to contradict what the drainage should be as defined by the WBD.  This 
situation may represent an error NHD or an error in WBD.  Visual review of this example with 
high-resolution oblique aerial photos (source: Bing Maps) suggested that the headwater feature 
does extend into the adjacent HUC12 via culverts and pipeline features.  No additional action was 
necessary during the NHDPlusV2 processing. 


 


Figure F-1:  A catchment extending into a portion of the next downstream HUC12 
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Figure F-2:  30m Grid Cell Representation of NHD and WBD 
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Figure F-3: Lake shorelines are used to define WBD boundaries. 
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Figure F-4a and F-4b:  HUC12s may not contain any NHDFlowline features. 
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Figure F-5:  A catchment for an NHDWaterbody playa feature includes all of the area for an upslope empty HUC12. 
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Figure F-6:  A headwater NHDFlowline feature extends into an adjacent WBD HUC12. 
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Glossary 
 
A 


Artificial path A National Hydrography Dataset (NHD) flowline feature type that represents a flow-path through a 
waterbody in the surface water network of the NHD. 


B 


Burn Line  – a line used to perform hydro-enforcement of the DEM during step 18 of the NHDPlusV2 
Build/Refresh production.  Burn lines are stored in BurnlineEvent feature class if they are NHDFlowline features or 
in BurnAddLine if they are additional lines which are not in NHDFlowline features. 


C 


Catchment The incremental drainage area for a linear hydrologic feature found in the National Hydrography 
Dataset (NHD). 


Cumulative drainage area The catchment area for a specific flowline combined with the catchment areas for all 
upstream flowlines.  


D 


DEM  – Digital Elevation Model.  A raster (a grid of squares) representing elevation. 


DEM flow-path displacement The horizontal positional offset between a mapped stream in the NHD and that of a 
synthetic stream derived from a digital elevation model. 


Divergence-routed Accumulation – A method of accumulating attributes downstream along the surface water 
network features where the attribute is divided into portions at each flow split in the network, where the total of the 
portions is 100%. 
Drainage-area boundary The polygon that defines the perimeter of a drainage area.  


Drainage-area divide The boundary line between two different drainage areas along a topographic ridge. 


F 


Flowline A mapped stream segment or a path through a waterbody in the surface-water network of the National 
Hydrography Dataset. The basic unit of the NHD linear surface-water network. 


NHDPlus Flow table (also PlusFlow) A database table that contains the interconnections between the NHD 
flowlines. 


G 


Geographic Names Information Systems (GNIS) A database that contains name and location information about 
more than two million physical and cultural features located throughout the United States and its territories. 


H 


Hydrologic Unit The Hydrologic Unit system is a standardized classification system developed by USGS in the mid 
1970s. Hydrologic units are area boundaries organized in a nested hierarchy by size.  


Hydrologic Unit Codes (HUC) – The Hydrologic Unit Coding system that sub-divides the U.S. into progressively 
smaller nested hydrologic units.  The largest sub-divisions are assigned a 2-digit code from 01 through 22.  4-digit 
codes sub-divide the 2-digit areas.   6-digit codes sub-divide the 4-digit areas.  This subdivision continues into 8, 10, 
and 12-digit coded areas.  See http://pubs.usgs.gov/tm/tm11a3/. 


N 


National Elevation Dataset (NED) A seamless elevation coverage of the conterminous United States, Hawaii, 
Alaska, and the island territories. 


National Hydrogaphy Dataset (NHD) A comprehensive set of digital spatial data representing the surface water of 
the United States using common features such as lakes, ponds, streams, rivers, canals, and oceans. 


National Water Information System (NWIS) A principal repository of national water resources data. 
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NHDPlus An integrated suite of application-ready geospatial datasets that incorporate many of the best features of 
the National Hydrography Dataset (NHD), the National Elevation Dataset (NED), the National Land Cover Dataset 
(NLCD), and the Watershed Boundary Dataset (WBD). 


NHD Reach (also Reach) A uniquely identified linear feature that consists of one or more flowlines. 


R 


Raster A digital computer format for representing an image or mapped data information. The structure consists of 
data stored in a rectangular grid array of pixels. Synonymous with grid. 


Reach (also NHD Reach) A uniquely identified linear feature that consists of one or more flowlines. 


Reach code A unique, permanent identifier in the National Hydrography Dataset. 


S 


SPARROW - a modeling tool for the regional interpretation of water-quality monitoring data. The model relates in-
stream water-quality measurements to spatially referenced characteristics of watersheds, including contaminant 
sources and factors influencing terrestrial and aquatic transport. SPARROW empirically estimates the origin and 
fate of contaminants in river networks and quantifies uncertainties in model predictions.  See 
http://water.usgs.gov/nawqa/sparrow/. 


Stream burning Using a mapped stream network to trench a DEM to improve how accurately the DEM flow paths 
match the streams, to ensure DEM-derived catchment boundaries fit the stream network. 


Streamflow The volume of water flowing past a fixed point in a fixed unit of time. 


Stream segment (also see flowline) Part of a stream, often extending between tributary confluences 


T 


Total Upstream Accumulation – A method of accumulating attributes downstream along the surface water 
network features where the accumulated value at any NHDFlowline feature is the total amount of the attribute that is 
upstream of the network feature. 


W 


Walling Using a representation of the known drainage boundaries to build up or mathematically warp a DEM to 
improve how accurately catchment boundaries replicate known drainage boundaries. 


Watershed Boundary Dataset (WBD) A base-line hydrologic drainage boundary framework, accounting for all 
land and surface areas of the United States. 
 







171 
 


References 
 
Canadian Digital Elevation Data (CDED) Web page 


http://www.geobase.ca/geobase/en/data/cded/description.html 
 
Canadian National Hydro Network (NHN) Web page 


http://www.geobase.ca/geobase/en/data/nhn/description.html 
 
Duan, Naihua, 1983, Smearing estimate: a non-parametric retransformation method: Journal of the 
American Statistical Association, v. 78, no. 383, p. 605–610. 
 
Falcone, James A., Carlisle, Daren M., Wolock, David M., and Meador, Michael R., 2010. GAGES: A 


stream gage database for evaluating natural and altered flow conditions in the conterminous United 
States. Ecology 91:621.  
Online References: http://www.esapubs.org/archive/ecol/E091/045/James A. Falcone, Daren M. 
Carlisle, David M. Wolock, and Michael R. Meador. 2010. GAGES: A stream gage database for 
evaluating natural and altered flow conditions in the conterminous United States. Ecology 91:621. 
http://www.esapubs.org/archive/ecol/E091/045/ 


 
Hamon, W.R., 1961. Estimating Potential Evaporation. Journal of the Hydraulics Division, Proceedings 


of American Society of Civil Engineers 87:107-120. 
 
Hellweger, F., Maidment, D., and the Center for Research in Water Resources, AGREE-DEM Surface 


Reconditioning System (Austin: University of Texas, 1998).  
http://www.crwr.utexas.edu/gis/gishyd98/quality/agree/agree.htm  
 


Jobson, H. E., Prediction of Traveltime and Longitudinal Dispersion in Rivers and Streams, U.S. 
Geological Survey Water Resources Investigations Report 96-4013 (1996), U.S. Geological Survey.  


 
McCabe, G. J., and D. M. Wolock (2011), Independent effects of temperature and precipitation on 


modeled runoff in the conterminous United States, Water Resour. Res., 47, W11522, 
doi:10.1029/2011WR010630. 


 
McKenney, D.W., Papadopol, P., Campbell, K.L., Lawrence, K.M., Hutchinson, M.F., 2006, “Spatial 


models of Canada- and North America-wide 1971/2000 minimum and maximum temperature, total 
precipitation and derived bioclimatic variables,” Frontline Technical Notes 106, Natural Resources 
Canada, Great Lakes Forestry Centre,  Sault St. Marie, Ontario, 9 p. 


 
National Elevation Dataset (NED) Web page http://ned.usgs.gov/ 
 
National Hydrography Dataset (NHD Web page  http://nhd.usgs.gov/ 
 
National Watershed Boundary Dataset (WBD) Web page  
      http://www.ncgc.nrcs.usda.gov/products/datasets/Watershed/  
 
Natural Resources Canada, 2008, Atlas of Canada 1,000,000 National Frameworks Data, Hydrology - 


Drainage Areas, V6.0 Ottawa, Ontario, Canada. Online Linkage: 
      http://geogratis.gc.ca/geogratis/en/option/select.do?id=87B4BE8F-C67C-5545-80B5-AB6FC056149E  
 







172 
 


PRISM Climate Group, Oregon State University, http://www.prismclimate.org, created 6 Dec 2006. 
 
Saunders, W., “Preparation of DEMs for Use in Environmental Modeling Analysis,” Hydrologic and 


Hydraulic Modeling Support, Maidment, D. and Djokic, D. [eds.], pp. 29-51 (Redlands, CA: 
Environmental Systems Research Institute, Inc., 2000). 


 
Vogel, R.M., Wilson, I.W., and Daly, C., “Regional Regression Models of Annual Streamflow for the 


United States,” Journal of Irrigation and Drainage Engineering Vol. 125, No. 3, pp. 148-157, 1999).  
 
                                                 
 
 
 












Cover.  Photographs of an exposed streambed on the Ipswich River upstream of Rt. 28 in North Reading, Massachusetts, taken  
June 17, 1999 by David W. Armstrong, MA-RI Water Science Center, and flooding in Evansville, Indiana, January 2005. Flood photograph 
(by Vincent Pugliese, copyright The Evansville Courier and Press) shows U.S. Geological Survey hydrographers preparing to make a 
streamflow measurement at the White River at Petersburg streamflow-gaging station.







The National Streamflow Statistics 
Program:  A Computer Program for 
Estimating Streamflow Statistics for 
Ungaged Sites


Compiled by Kernell G. Ries III�


With sections by J.B. Atkins�, P.R. Hummel�, M. Gray�, R. Dusenbury�,  
M.E. Jennings�, W.H. Kirby�, H.C. Riggs�, V.B. Sauer�, and W.O. Thomas, Jr.�


Chapter 6 of 
Book 4, Hydrologic Analysis and Interpretation 
Section A, Statistical Analysis


� U.S. Geological Survey.
� Aqua Terra Consultants, Inc.


Techniques and Methods 4-A6


U.S. Department of the Interior
U.S. Geological Survey







U.S. Department of the Interior
DIRK KEMPTHORNE, Secretary


U.S. Geological Survey
Mark D. Myers, Director


U.S. Geological Survey, Reston, Virginia:  �007


For product and ordering information: 
World Wide Web:  http://www.usgs.gov/pubprod 
Telephone:  1-888-ASK-USGS


For more information on the USGS—the Federal source for science about the Earth, its natural and living resources, 
natural hazards, and the environment: 
World Wide Web:  http://www.usgs.gov 
Telephone:  1-888-ASK-USGS


Any use of trade, product, or firm names is for descriptive purposes only and does not imply endorsement by the 
U.S. Government.


Although this report is in the public domain, permission must be secured from the individual copyright owners to 
reproduce any copyrighted materials contained within this report.


Suggested citation:
Ries III, K.G., 2007, The national streamflow statistics program:  A computer program for estimating streamflow  
statistics for ungaged sites:  U.S. Geological Survey Techniques and Methods 4-A6, 37 p.







iii


Contents


Abstract ...........................................................................................................................................................�
Introduction
  By K.G. Ries III, W.O. Thomas, Jr., and M.E. Jennings...........................................................................�


Purpose...................................................................................................................................................�
Report Format ........................................................................................................................................�
How to Obtain the NSS Software and Documentation ..................................................................�


History and Overview of Methods for Regionalization of Streamflow Statistics
  By K.G. Ries III, and W.O. Thomas, Jr.  .....................................................................................................3


Introduction............................................................................................................................................3
Index-Flood Procedures ......................................................................................................................3
Ordinary-Least-Squares Regression .................................................................................................3
Weighted- and Generalized-Least-Squares Regression ...............................................................4
Region-Of-Influence Regression ........................................................................................................4


Estimating Techniques for Rural Areas
  By K.G. Ries III, W.O. Thomas, Jr., and J.B. Atkins .................................................................................5


Introduction............................................................................................................................................5
Watershed and Climatic Characteristics ..........................................................................................5
Hydrologic Regions...............................................................................................................................6
Measures of Accuracy ........................................................................................................................6
Techniques for Watersheds that Span Regional/State Boundaries ............................................8
Weighting of Independent Estimates of Rural Flood Frequency ...................................................8


Weighting for Streamgaging Stations ......................................................................................9
Weighting for Ungaged Sites on Gaged Streams ...................................................................9


Urban Flood-Frequency Estimating Techniques
  By V.B. Sauer ..............................................................................................................................................�0


Introduction..........................................................................................................................................�0
Nationwide Urban Flood-Frequency Equations .............................................................................�0
Local Urban Flood-Frequency Equations ........................................................................................��


Flood Hydrograph Estimation
  By V.B. Sauer ..............................................................................................................................................�3
Estimation of Extreme Floods
  By W.O. Thomas, Jr., and W.H. Kirby ......................................................................................................�4


Measures of Extreme Floods ............................................................................................................�4
Extrapolation for the 500-Year Flood ................................................................................................�4


Testing and Validation of Techniques
  By K.G. Ries III ............................................................................................................................................�6
Applicability and Limitations
  By J.B. Atkins, and K.G. Ries III ...............................................................................................................�7
Summary of Estimating Techniques
  By K.G. Ries III, H.C. Riggs, and W.O. Thomas, Jr.  ...............................................................................�8
StreamStats
  By K.G. Ries III ............................................................................................................................................�8







iv


Acknowledgments .......................................................................................................................................�9
References Cited..........................................................................................................................................�9
Appendix A.  National Streamflow Statistics Program Users’ Manual


By P.R. Hummel, M. Gray, R. Dusenbury, and K.G. Ries III ................................................................��
Downloading and Installing the Program .......................................................................................��
Starting the Program ..........................................................................................................................�3
Main Window ......................................................................................................................................�3


Menu Items .................................................................................................................................�6
File Menu .....................................................................................................................................�6
Graph Menu ................................................................................................................................�6
Help Menu ...................................................................................................................................�7


Manual ................................................................................................................................�7
Web Site .............................................................................................................................�7
About... ................................................................................................................................�7


Edit Scenario Window .......................................................................................................................�7
Frequency Window.............................................................................................................................3�
Hydrograph Window ..........................................................................................................................3�
Weight Window ...................................................................................................................................33


Appendix B.  Summary of Equations for Estimating Basin Lagtime ....................................................36


Figures
 �. Schematic of typical drainage basin shapes and subdivision into basin thirds ..............��
 �. Graph showing regional flood-frequency curve for the Fenholloway River at  


Foley, Florida ................................................................................................................................�5
 3. Map of the conterminous United States showing flood-region boundaries ....................�6
 A-�–�4. Screenshots showing—


 A-�. View of the National Streamflow Statistics Program start-up window,  
which allows selection of the system of units for input and output,  
specification of a user name, and selection of a project status file ......................�3


 A-�. The main window of the National Streamflow Statistics Program at start-up .....�4
 A-3. The main window of the National Streamflow Statistics Program showing  


the State selection scroll-down list .............................................................................�5
 A-4. The main window of the National Streamflow Statistics Program showing  


results of rural and urban peak-flow computations for an example site in 
Tennessee ........................................................................................................................�5


 A-5. The Open Status File window of the National Streamflow Statistics Program ....�6
 A-6. The Save Status File window of the National Streamflow Statistics Program ....�6
 A-7. The Save Report File window of the National Streamflow Statistics Program ....�6
 A-8. Example report file output .............................................................................................�7
 A-9. The National Streamflow Statistics Program Users’ Manual window showing 


navigation by hierarchical structure ...........................................................................�8
 A-�0. The National Streamflow Statistics Program Users’ Manual window showing 


navigation by use of the index of help topics .............................................................�8







v


Tables
 �. Flood-frequency computations for Sucarnoochee River at Livingston, Alabama. ............8


 A-��. The National Streamflow Statistics Program Users’ Manual window showing 
navigation by use of the search facility ......................................................................�9


 A-��. The National Streamflow Statistics Program About NSS window .........................�9
 A-�3. The National Streamflow Statistics Program Edit Scenario window showing  


the variables that need to be entered to solve the equation for the selected 
Region � ............................................................................................................................�9


 A-�4. The National Streamflow Statistics Program Edit Scenario window showing  
the variables that need to be entered to solve the equations for a site with 
drainage area in both selected Regions � and � .......................................................30


 A-�5. The National Streamflow Statistics Program Edit Scenario window showing  
the variables that need to be entered to solve the national urban equations ......30


 A-�6. The National Streamflow Statistics Program Frequency window with a rural  
and an urban scenario selected for plotting ..............................................................3�


 A-�7. The National Streamflow Statistics Program Frequency Plot window showing 
rural and urban frequency plots for a sample site ....................................................3�


 A-�8. The National Streamflow Statistics Program Graph Edit window showing  
the Axes tab on top .........................................................................................................3�


 A-�9. The National Streamflow Statistics Program Font window .....................................33
 A-�0. The National Streamflow Statistics Program Hydrograph window with a 


recurrence interval of �0 years and rural and urban scenarios selected for 
plotting ..............................................................................................................................33


 A-��. The National Streamflow Statistics Program Hydrograph Plot window  
showing rural and urban hydrograph plots for a sample site, with a lagtime  
set a 5 hours for the rural hydrograph and at 4 hours for the urban  
hydrograph .......................................................................................................................34


 A-��. The National Streamflow Statistics Program Hydrograph List window  
showing rural and urban hydrograph lists for a sample site ...................................34


 A-�3. The National Streamflow Statistics Program Weight window showing  
weighting for a streamgaging station ..........................................................................35


 A-�4. The National Streamflow Statistics Program Weight window showing  
weighting for an ungaged site ......................................................................................35











Abstract
The National Streamflow Statistics (NSS) Program 


is a computer program that should be useful to engineers, 
hydrologists, and others for planning, management, and design 
applications. NSS compiles all current U.S. Geological Survey 
(USGS) regional regression equations for estimating stream-
flow statistics at ungaged sites in an easy-to-use interface that 
operates on computers with Microsoft Windows operating sys-
tems. NSS expands on the functionality of the USGS National 
Flood Frequency Program, and replaces it.


The regression equations included in NSS are used to 
transfer streamflow statistics from gaged to ungaged sites 
through the use of watershed and climatic characteristics as 
explanatory or predictor variables. Generally, the equations 
were developed on a statewide or metropolitan-area basis as 
part of cooperative study programs. Equations are available 
for estimating rural and urban flood-frequency statistics, such 
as the �00-year flood, for every state, for Puerto Rico, and for 
the island of Tutuila, American Samoa. Equations are avail-
able for estimating other statistics, such as the mean annual 
flow, monthly mean flows, flow-duration percentiles, and 
low-flow frequencies (such as the 7-day, �0-year low flow) for 
less than half of the states. All equations available for estimat-
ing streamflow statistics other than flood-frequency statistics 
assume rural (non-regulated, non-urbanized) conditions.


The NSS output provides indicators of the accuracy of 
the estimated streamflow statistics. The indicators may include 
any combination of the standard error of estimate, the standard 
error of prediction, the equivalent years of record, or 90-per-
cent prediction intervals, depending on what was provided by 
the authors of the equations.


The program includes several other features that can be 
used only for flood-frequency estimation. These include the 
ability to generate flood-frequency plots, and plots of typical 
flood hydrographs for selected recurrence intervals, estimates 
of the probable maximum flood, extrapolation of the 500-year 
flood when an equation for estimating it is not available, and 
weighting techniques to improve flood-frequency estimates for 
gaging stations and ungaged sites on gaged streams.


This report describes the regionalization techniques used 
to develop the equations in NSS and provides guidance on the 
applicability and limitations of the techniques. The report also 
includes a users’ manual and a summary of equations available 
for estimating basin lagtime, which is needed by the program 
to generate flood hydrographs. The NSS software and accom-
panying database, and the documentation for the regression 
equations included in NSS, are available on the Web at 
http://water.usgs.gov/software/.


Introduction


By K.G. Ries III, W.O. Thomas, Jr., and M.E. Jennings 


Estimates of streamflow statistics, such as the mean flow, 
the �00-year flood, and the 7-day, �0-year low flow, are used 
for a variety of design, planning, and management purposes. 
These estimates are often needed at ungaged sites where no 
observed data are available to calculate the statistics. Regres-
sion equations are commonly used for estimating streamflow 
statistics at ungaged sites. Regression equations are developed 
by statistically relating the computed streamflow statistics to 
the physical and climatic characteristics of the watersheds for 
a group of gaging stations that have virtually natural stream-
flow conditions within a region. Regression equations enable 
the transfer of streamflow statistics from gaging stations to 
ungaged sites simply by determining the watershed and cli-
matic characteristics needed for the ungaged site and solving 
the regression equations based on these input values.


The U.S. Geological Survey (USGS) has been develop-
ing regression equations for estimating streamflow statistics 
at ungaged sites since at least the early �960s. Support and jus-
tification for the applicability of these equations for estimating 
flood-peak discharges and frequencies for rural watersheds is 
given in reports by the U.S. Water Resources Council (�98�) 
and by Newton and Herrin (�98�). These reports summarize 
a test of nine different statistical and deterministic procedures 
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for estimating flood frequencies for rural watersheds. The 
results of this test indicate that USGS-developed regression 
equations are unbiased, reproducible, and easy to apply.


By �993, reports that contained regression equations 
for estimating flood frequencies for rural, unregulated water-
sheds had been published by the USGS, at least once, for 
every state and for the Commonwealth of Puerto Rico, and 
reports that contained equations for estimating urban flood 
frequencies were available for metropolitan areas in at least 
�3 States. These reports were prepared generally in coopera-
tion with individual state Departments of Transportation, and 
were published either by the USGS or the state Departments 
of Transportation. In addition, a report that contained national 
regression equations for estimating urban flood frequencies 
had been prepared in cooperation with the Federal Highway 
Administration by this time (Sauer and others, �983).


The USGS, in cooperation with the Federal Highway 
Administration and the Federal Emergency Management 
Agency, compiled all USGS-developed flood-frequency 
regional regression equations available as of September �993 
in the National Flood Frequency (NFF) Program, version �.0 
(Jennings and others, �994). NFF was a MS-DOS computer 
program that provided engineers and hydrologists a practi-
cal tool for computing estimates of flood-peak discharges at 
selected recurrence intervals used for planning and design 
applications. NFF also provided the ability to generate flood-
frequency and flood hydrograph plots for rural and (or) urban 
peak discharges. Version �.0 of NFF was released in �996 by 
the U.S. Forest Service, and added conversion between Eng-
lish and metric units of measure.


In �00�, the USGS released version 3.0 of NFF with a 
user-friendly Microsoft Windows user interface and updated 
flood-peak equations for all or parts of 36 states (Ries and 
Crouse, �00�). Version 3.0 of NFF also added weighting 
techniques to improve flood-frequency estimates for gaging 
stations and ungaged sites on gaged streams.


In addition to developing regression equations for esti-
mating flood-frequency statistics, the USGS has developed 
numerous regression equations for estimating other stream-
flow statistics. For instance, Ries and Friesz (�000) developed 
equations for estimating flow-duration and low-flow frequency 
statistics for ungaged sites in Massachusetts. In addition, Hort-
ness and Berenbrock (�00�) developed equations for estimat-
ing monthly and annual mean flow and flow-duration statis-
tics for ungaged sites in Idaho. As with the flood-frequency 
equations, equations for estimating other streamflow statistics 
usually are developed on a state-by-state basis through coop-
erative agreements between the USGS and local agencies. 
Regression equations for non-flood frequency statistics are 
available for fewer than half of the states.


The NFF Program has been modified to enable estimation 
of any streamflow statistics for which the USGS has developed 
compatible regression equations. Additional modifications to 
the program include the ability to provide region-of-influence 
regression estimates and to calculate prediction intervals for 
the estimated statistics. The software has been renamed the 


National Streamflow Statistics (NSS) Program to better reflect 
its new abilities. The version number, however, has been 
increased from 3.0 for the previous version of NFF to 4.0 for 
this initial release of NSS because NSS is considered to be an 
evolution of NFF.


Purpose


The purpose of this report is to document and describe 
the techniques used to develop the regional regression equa-
tions and the other functionality included in the NSS Program. 
The report provides guidance on the applicability and limita-
tions of the techniques, and describes how to obtain and use 
the program. The report also describes how to obtain infor-
mation needed to solve the regression equations available for 
each of the individual states.


Report Format


The main body of this report provides an overview of 
regionalization methods, summarizes the characteristics of the 
estimating techniques, and describes their applicability and 
limitations. Much of the material was taken verbatim from 
the previous NFF Program reports (Ries and Crouse, �00�; 
Jennings and others, �994). Additions and revisions have been 
made to the report to describe additions to the capabilities of 
the software and changes in regionalization methods. In addi-
tion, a section that summarizes the documentation for state 
flood-frequency techniques is included.


This report contains two appendixes. Appendix A is a 
Users’ Manual that explains in detail how to install and use the 
program. Appendix B is a summary of methods for estimating 
basin lagtime.


Many people contributed to the development of the com-
puter program and this associated documentation. Authors are 
listed for each section of the report.


How to Obtain the NSS Software and 
Documentation


USGS hydrologic analysis software is available for  
electronic retrieval through the World Wide Web (Web) at 
http://water.usgs.gov/software/. This Web page has links to all 
USGS software available for use in hydrologic analysis.


The specific Web page from which the NSS software 
and documentation can be retrieved is http://water.usgs.
gov/software/nss.html. The documentation includes a digital 
copy of this report and information for each State, the Com-
monwealth of Puerto Rico, and American Samoa that contains 
the applicable regression equations and much of the reference 
information needed to solve them. This information is pro-
vided through Web links to Fact Sheets, online reports, and 
pages from the first NFF report (Jennings and others, �994).  
A help facility also is included with the software.
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New equations are developed for several areas of the 
Nation each year. As new equations become available, it is 
planned that the NSS software and documentation will be 
updated to include them. NSS users should check the Web site 
often for updates.


History and Overview of  
Methods for Regionalization  
of Streamflow Statistics


By K.G. Ries III, and W.O. Thomas, Jr.


Introduction


The USGS has been involved in the development of 
regionalization procedures for over 50 years. These regional-
ization procedures are used to transfer flood statistics, such as 
the �00-year flood-peak discharge, and other statistics, such as 
the mean flow and the 7-day, �0-year low flow, from gaged to 
ungaged sites. The USGS has traditionally used regionaliza-
tion procedures that relate streamflow statistics to watershed 
and climatic characteristics through the use of correlation or 
regression techniques. Because streamflow statistics may vary 
substantially between regions due to differences in climate, 
topography, and geology, tests of regional homogeneity form 
an integral part of streamflow regionalization procedures.


The evolution of regionalization techniques within  
USGS is described by discussing the following six techniques:  
(�) the index-flood procedure used from the late �940s to the 
�960s, (�) the ordinary-least-squares regression procedure 
used in the �970s and �980s, (3) the weighted- and (4) gen-
eralized-least-squares regression procedures, first used in the 
late �980s and still used today (�005), (5) the region-of-influ-
ence procedure, first used in the �990s, and (6) StreamStats, 
an emerging automated procedure for estimating streamflow 
statistics.


Index-Flood Procedures


The index-flood procedure consisted of two major parts:  
(�) the development of basic, dimensionless frequency curves 
representing the ratio of flood discharges at selected recur-
rence intervals to an index flood—the mean annual flood, 
and (�) the development of a relation between watershed and 
climatic characteristics and the mean annual flood to enable 
the mean annual flood to be predicted at any point in the 
region. The combination of the mean annual flood with the 
basic frequency curve, expressed as a ratio of the mean annual 


flood, provided a frequency curve for any location (Dalrymple, 
�960).


The determination of the dimensionless frequency curve 
involved:  (�) graphical determination of the frequency curve 
for each station using the Weibull plotting position, (�) deter-
mination of homogeneous regions using a homogeneity test 
on the slopes of the frequency curves, and (3) computation 
of the regional dimensionless frequency curve based on the 
median flood ratios for each recurrence interval for each sta-
tion in the region. The homogeneity test used the ratio of the 
�0-year flood to the mean annual flood to determine whether 
the differences in slopes of frequency curves for all stations in 
a given region are greater than those attributed to chance. The 
�0-year flood discharge was first estimated from the regional 
dimensionless frequency curve. The 95-percent confidence 
interval for the recurrence interval of this discharge, as 
determined from the individual station frequency curves, was 
then determined as a function of record length. If the recur-
rence interval for a given station was within the 95-percent 
confidence bands, then the station was considered part of the 
homogeneous region. Otherwise, the station was assumed to 
be in another region.


The mean annual flood, as used in the index-flood pro-
cedure, was determined from the graphical frequency curve 
to have a recurrence interval of �.33 years. The mean annual 
flood for an ungaged location was estimated from a relation 
that was determined by relating the mean annual flood at gag-
ing stations to measurable watershed characteristics, such as 
drainage area, area of lakes and swamps, and mean altitude.


The index-flood procedure described above was used to 
develop a nationwide series of flood-frequency reports entitled 
“Magnitude and Frequency of Floods in the United States.” 
Each report provided techniques for estimating flood magni-
tude and frequency for a major drainage basin or subbasin, 
such as the Lower Mississippi River Basin. These reports were 
published as USGS Water-Supply Papers �67�–�689 during 
the period �964–68.


Ordinary-Least-Squares Regression


Studies by Benson (�96�a, �96�b, �964) indicated that 
T-year flood-peak discharges could be estimated directly using 
watershed and climatic characteristics based on multiple-
regression techniques. As noted by Benson (�96�a), the  
direct estimation of T-year flood-peak discharges avoided  
the following deficiencies in the index-flood procedure:   
(�) the flood ratios for comparable streams may differ because 
of large differences in the index flood; (�) homogeneity of 
frequency-curve slope can be established at the �0-year level, 
but individual frequency curves commonly show wide and 
sometimes systematic differences at the higher recurrence 
levels; and (3) the slopes of the frequency curves generally 
vary inversely with drainage area. Benson (�96�b, �964) also 
showed that the flood ratios vary not only with drainage area 
but also with main-channel slope and climatic characteristics. 
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On the basis of this early work of Benson and later work by 
Thomas and Benson (�970), direct regression on the T-year 
flood using ordinary-least-squares (OLS) techniques became 
the standard approach of the USGS for regionalizing flood 
characteristics in the �970s. OLS techniques also began to 
be used to estimate low-flow and other streamflow statistics 
beginning in the early �970s (Lystrom, �970; Yamanaga, 
�97�). In OLS regression, equal weight is given to all stations 
in the analysis, regardless of record length and the possible 
correlation of flood estimates among stations.


The flood-frequency statistics for gaging stations 
included in regional studies generally were computed using 
the guidelines described in Bulletin �5 (U.S. Water Resources 
Council, �967) or some version of Bulletin �7 of the Hydrol-
ogy Committee of the U.S. Water Resources Council or the 
U.S. Interagency Advisory Committee on Water Data (U.S. 
Water Resources Council, �976, �977, �98�; Interagency 
Advisory Committee on Water Data, �98�). These Bulletins 
prescribe estimating the T-year flood-peak discharges for gag-
ing stations by fitting the Pearson Type III distribution to the 
logarithms of the annual peak discharges. The USGS com-
puter program PEAKFQ applies the Bulletin �7B methods to 
estimate the flood statistics for gaging stations. The program 
and documentation can be downloaded from the Web at  
http://water.usgs.gov/software/peakfq.html.


Low-flow frequency statistics for gaging stations 
included in regional studies generally were estimated by 
fitting the Pearson Type III distribution to the logarithms of 
annual series of n-day mean flows. For instance, the 7-day, 
�0-year flow is estimated by fitting annual series of 7-day 
mean flows to the distribution and determining the 7-day mean 
flow that corresponds to the �0-year recurrence interval. The 
USGS computer program SWSTAT can be used to estimate 
low-flow frequency statistics, flow-duration statistics, means, 
minimums, maximums, medians, standard deviations, and 
other statistics for user-selected time periods. The SWSTAT 
Program and documentation can be downloaded from the Web 
at http://water.usgs.gov/software/swstat.html.


Weighted- and Generalized-Least-Squares 
Regression


Research on regionalization of flow characteristics 
beginning in the �980s centered on accounting for deficiencies 
in the assumptions of OLS regression and on developing 
more accurate and objective tests of regional homogeneity. 
OLS regression procedures do not account for variable errors 
in flow characteristics caused by unequal record lengths at 
gaging stations. Tasker (�980) proposed the use of weighted-
least-squares (WLS) regression for flood characteristics 
where the variance of the observed flood characteristics was 
estimated as an inverse function of record length. Tasker and 
Stedinger (�986) used WLS regression to estimate regional 
skew of annual peak discharges with greater accuracy than 
results obtained using OLS regression.


Both OLS and WLS regression do not account for the 
possible correlation of concurrent annual peak-flow records 
between sites. This cross correlation of streamflows causes 
bias in the estimated coefficients of the parameters and in the 
estimated variance of the regression equations. The problem 
may be particularly significant where streamgages are located 
on the same stream, on similar and adjacent watersheds, or 
where streamflow statistics have been determined from a rain-
fall-runoff model using the same long-term rainfall record.


Generalized-least-squares (GLS) regression was 
proposed by Stedinger and Tasker (�985, �986) to account 
for both the unequal reliability and the correlation of flood 
characteristics between sites. In a Monte Carlo simulation, 
Stedinger and Tasker (�985) showed that GLS regression 
procedures provided more accurate estimates of regression 
coefficients, better estimates of the accuracy of the regression 
coefficients, and better estimates of the model error than did 
OLS procedures. In addition, Tasker and others (�986) showed 
that GLS procedures provided a smaller average variance of 
prediction than OLS procedures for the regional �00-year 
flood for streams in Pima County, Arizona. Stedinger and 
Tasker (�985) found that the WLS procedure, which accounts 
for differences in record length but neglects cross correlations 
among concurrent flows, performs nearly as well as the 
GLS procedure when the cross correlations are modest (less 
than about 0.3) and (or) when model errors are high (model 
standard errors greater than about 70 percent). Equations 
included in the NSS Program for several of the states are based 
on WLS or GLS regression, although the GLS procedure is 
the more popular of the two techniques. A program named 
GLSNET that implements GLS regression is available on the 
Web at http://water.usgs.gov/software/glsnet.html.


The GLSNET program, and SWSTAT and PEAKFQ 
programs described above, require input data to be in a direct 
access file called a Watershed Data Management (WDM) file. 
Additional software programs are needed to import and export 
(IOWDM) and to manage (ANNIE) data in the WDM format. 
The IOWDM program and documentation can be downloaded 
from the Web at http://water.usgs.gov/software/iowdm.html. 
The ANNIE program and documentation can be downloaded 
from the Web at http://water.usgs.gov/software/annie.html.


Region-Of-Influence Regression


The region-of-influence (ROI) regression procedure was 
first suggested by Acreman and Wiltshire (�987) and was sub-
sequently evaluated by Burn (�990a, �990b). The procedure 
was first used within the USGS by Tasker and Slade (�994). 
ROI regression determines a new equation each time an 
estimate is desired for a new ungaged site. The new equation 
is determined from a unique subset of streamgaging stations, 
referred to as the region of influence, and comprised of the set 
of stations nearest to the ungaged site, with nearness deter-
mined by the similarity of climatic and physical characteristics 
rather than the physical distance between the sites. Once the 
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region of influence is determined for the ungaged site, the 
GLS regression procedure is used to develop the unique set of 
flood-frequency equations for the site. Predictions obtained by 
use of the ROI regression method generally are closer to the 
center of the data used to develop the equation than predictions 
obtained by use of more traditional regression methods. Thus, 
extrapolation errors and problems resulting from assumption 
of linearity are reduced (Ensminger, �998).


ROI regression is still considered somewhat experimen-
tal. Results from studies that have used the procedure (Hodge 
and Tasker (�995) for Arkansas; Lorenz and others (�997) 
for Minnesota; Ensminger (�998) for Louisiana; Asquith and 
Slade (�999) for Texas; Pope and Tasker (�999) for North 
Carolina; Eash (�000) for Iowa; Feaster and Tasker (�00�) 
for South Carolina, and Berenbrock (�00�) for Idaho) indi-
cate that errors obtained by use of the procedure usually (but 
not always) are lower than errors obtained by use of the GLS 
regression procedure. None of the authors of the studies has 
recommended exclusive use of the ROI regression procedure 
in preference to the GLS regression procedure. Berenbrock 
(�00�) recommended that the ROI procedure not be used for 
Idaho because errors for the ROI are larger than those for the 
GLS method in Idaho.


Because ROI computations are mathematically complex, 
computer programs are required to solve the equations. NSS 
contains the algorithms needed to perform the ROI procedure 
for states where the ROI method was developed; however, 
because of the special data requirements for the procedure, 
downloading a special database and separate binary files 
is required for each state. Information for downloading the 
needed files is provided at the NSS Web site at http://water.
usgs.gov/software/nss.html. Alternately, users may choose to 
download custom programs that accompany the reports for 
each of the ROI studies. These reports generally can be located 
through “Publications” links from the individual Web pages 
operated by each USGS Water Science Center. Typically, these 
Web pages have the format http://xx.water.usgs.gov, where xx 
is the �-letter postal state code. Eash (�000) did not provide a 
computer program to apply the ROI method for Iowa because 
the GLS method usually provided better results and was easier 
for users to apply.


Estimating Techniques for  
Rural Areas


By K.G. Ries III, W.O. Thomas, Jr., and J.B. Atkins


Introduction


The NSS Program provides equations for estimating the 
magnitude and frequency of flood characteristics for rural, 
unregulated watersheds in the 50 states, the Commonwealth 
of Puerto Rico, and American Samoa. NSS also provides 
equations for estimating other streamflow statistics for rural, 
unregulated watersheds in many states. These equations are 
taken from USGS reports that were published between �973 
and �005.


The purpose of this section is to provide a brief overview 
of the rural regression equations that are presented in NSS. A 
summary of information needed to solve the regression equa-
tions for each state is provided in the section “Summary of 
State Estimating Techniques.”


Watershed and Climatic Characteristics


The rural equations in NSS are based on watershed and 
climatic characteristics that can be obtained from topographic 
maps, aerial photographs, rainfall reports and atlases, or digital 
map data derived from those sources. Drainage area or contrib-
uting drainage area appears in nearly all of the statewide rural 
regression equations given in NSS. The other most frequently 
used watershed and climatic characteristics are main-channel 
slope and mean annual precipitation. The regression equations 
are generally reported in the following form:


The dependent and independent variables usually are 
transformed to logarithms before regression analysis is done to 
assure that regression residuals (differences between regres-
sion and station (observed) estimates of streamflow statistics) 
are normally distributed. In instances where a variable could 
equal zero (such as percentage of drainage area covered by 
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lakes and ponds), a constant is added to the variable before 
taking the logarithms. Drainage area is the only explanatory 
variable in the peak-flow regression equations for several 
states, but it is more common to have up to four explanatory 
variables in the equations. The USGS has published peak-
flow regression equations in many states based on channel-
geometry characteristics, such as channel width; however, 
these equations are not provided in NSS because a site visit is 
required to obtain the explanatory variables.


Different names and symbols are often given to the same 
basin and climatic characteristics in reports that describe the 
regression equations for different states. For example, there are 
�0 different names in NSS for one of the most commonly used 
characteristics—the precipitation amount that occurs during  
�4 hours, on average, once in � years. In addition, main-chan-
nel slope is also referred to as channel slope or streambed 
slope, and is identified by symbols such as S, SL, Sc, Sb, 
and Sm. All of these symbols represent the slope between 
two points on the main channel, 85 percent and �0 percent of 
the channel length upstream from the streamgaging station 
or outlet of the watershed. NSS uses the names given to the 
characteristics in the original state reports to avoid differences 
between the program and the state documentation.


Source data (maps, aerial photographs, atlases, 
Geographic Information System (GIS) data layers, and 
graphical relations) used to measure the characteristics may 
vary from state to state, although the name used may be 
the same. It is important to use the same source data and 
methods to measure the characteristics for input to NSS as 
those that were used to develop the regression equations. Use 
of different source data and methods will result in estimates 
of streamflow statistics with unknown errors. In most cases, 
the data sources were the best available topographic maps or 
digital representations of the features on those maps. In some 
cases, digital map data used in the studies are available from 
the authors of the state reports.


Percentages, such as the percentage of the watershed 
in forests or lakes and ponds (when not determined by use 
of a GIS) are generally determined by a grid-sampling 
method using �0–80 points in the watershed. A transparent 
grid is overlain on the outline of the watershed on the most 
appropriate topographic map. The grid should have from 
�0–80 nodes within the respective watershed boundary, the 
number of nodes overlying green (forest) or blue (lakes and 
ponds) is determined, and the percentage of forest or lakes and 
ponds is computed as the number of node intersections (with 
green or blue) divided by the total nodes within the watershed. 
Mean basin elevation is also generally determined by the same 
grid-sampling method averaging elevations for �0–80 points 
in the watershed. The documentation for the individual states 
commonly contains maps of variables, such as mean annual 
precipitation, the �-year �4-hour rainfall, average annual 
snowfall, and minimum mean January temperature.


Hydrologic Regions


Most reports that contain regression equations for 
estimating streamflow statistics have a statewide geographic 
extent. For most of the studies described in these reports, the 
analysts divided their states into multiple hydrologic regions 
that represent areas of relatively homogeneous streamflow 
characteristics. The regions were usually determined by 
using major watershed boundaries and an analysis of the 
areal distribution of the regression residuals (differences 
between regression estimates of the streamflow statistics for 
the streamgaging stations used in the analysis and estimates 
determined from the available data for the stations). Analysis 
of the residuals is done to identify regions of residuals whose 
magnitude and algebraic sign were similar within and dis-
similar between regions. Hydrologic regions were also defined 
by the mean elevation of the watershed in some states. These 
procedures for determining hydrologic region boundaries 
generally improve the accuracy of the estimating technique, 
but they are somewhat subjective. Statistical tests, such as the 
Wilcoxon signed-rank test, usually were used to determine 
if the streamflow statistics were statistically different among 
regions. More objective procedures for defining regions are 
beginning to be used, such as kriging, cluster analysis, and 
discriminant analysis.


On average, there are about four hydrologic regions per 
state; however, some states have inadequate data to define 
streamflow relations in some regions. For example, Florida, 
Georgia, and South Carolina have regions of undefined flood 
frequency, and regression equations are provided only for the 
island of Oahu, Hawaii. Regression equations for estimating 
flood-peak discharges for the other islands were computed as 
part of a nationwide network analysis (Yamanaga, �97�), but 
those equations are not included in NSS because that study did 
not focus specifically on flood-frequency analysis. Flood-peak 
regression equations are provided only for the island of Tutu-
ila, American Samoa. Idaho and Massachusetts have regions 
where both floods and low flows are undefined. Hydrologic 
regions for floods and low flows are the same in some states 
but different in others.


Measures of Accuracy


Estimates obtained from regression equations have a 
related degree of uncertainty that can be described by vari-
ous measures of accuracy. Every USGS report that contains 
regional regression equations provides some measure of the 
accuracy of the equations.


Accuracy varies from site to site depending on the values 
of the explanatory variables (basin and climatic characteris-
tics) for the sites. Estimates for sites with values of explana-
tory variables that are closer to the average values for the 
stations used in the regression analyses have greater accuracy 
than estimates for sites with values of explanatory variables 
that are far from the average values.
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The average standard error of estimate, usually in per-
cent, was used as the primary measure of accuracy in many of 
the reports that are more than about �5 years old. The average 
standard error of estimate is a measure of the average variation 
between the regression estimates and estimates derived from 
the station data for those stations used to develop the regres-
sion equations. About two-thirds of the regression estimates 
for the gaging stations used in the regression analyses have 
errors less than the average standard error of estimate. About 
one-third of the estimates have errors larger than the average 
standard error of estimate.


The average standard error of prediction, usually in 
percent, is used as the primary measure of accuracy in many 
recent reports. It is preferred over use of the average stan-
dard error of estimate because the average standard error of 
prediction is a measure of the average accuracy of the regres-
sion equations when predicting values for ungaged sites—the 
condition under which regression equations are most often 
applied. The average standard error of prediction is usually a 
few percent larger than the average standard error of estimate. 
About two-thirds of the regression estimates for ungaged sites 
will have errors less than the average standard errors of predic-
tion given for the equations. NSS provides standard errors of 
estimate only when the standard errors of prediction were not 
provided in the individual statewide reports.


The average standard errors of estimate or prediction 
range from 30–60 percent for most of the flood-peak equa-
tions, though some equations have average standard errors 
near �5 percent, and some equations have standard errors 
greater than �00 percent. The smallest flood-peak standard 
errors generally are for equations developed for the eastern 
part of the Nation, whereas the largest standard errors gener-
ally are for flood-peak equations developed for the western 
and southwestern parts of the Nation. Errors generally are 
largest in the west and southwest because at-site variability of 
the flood records is greater, the network of unregulated gag-
ing stations is less dense, and the flood records are generally 
shorter there than in other areas. In addition, regionalization 
generally is more difficult in the west and southwest than 
elsewhere because local climate and hydrology are sensitive to 
the larger variations in relief and aspect that are present in the 
west and southwest. In addition, the relation between natural 
streamflow and drainage area changes seasonally in much of 
this area, where streamflow often decreases with increasing 
drainage area as a result of high losses to evaporation, transpi-
ration, and infiltration of water from streams to the ground.


No other streamflow statistics have equations that are 
available nationally, as is the case for flood-peak statistics. 
Because of this, errors associated with other streamflow 
statistics are difficult to analyze from a national perspective; 
however, regional conditions that favor or inhibit the accuracy 
of flood-peak estimates typically have similar effects on other 
streamflow statistics.


Previous versions of NFF did not distinguish between 
standard errors of estimation and prediction in the out-
put, where they were given under a single heading named 


“Standard error, %.” When possible, NSS now distinguishes 
between standard errors of estimation and prediction in the 
output. Standard errors of estimation are given under a head-
ing named “Estimation error, %,” and prediction errors are 
given under a heading named “Prediction error, %.” When 
the type of error was not specified in the report, the “Standard 
error, %” heading is given.


The equivalent years of record is another measure of 
accuracy that is available in NSS for many flood-frequency 
regression equations. Equivalent years of record is defined 
as the number of years of actual streamflow record needed to 
achieve the same accuracy as the regional regression equa-
tions. This accuracy measure is related to the average standard 
error of prediction of the regression equations, the recurrence 
interval, and the average variance and skew of the annual peak 
flows at the gaging stations used in the analysis (Hardison, 
�97�).


Several reports published since the late �980s for regional 
regression studies have contained information needed to calcu-
late prediction intervals for estimates of streamflow statistics 
for individual sites. Prediction intervals indicate the prob-
ability that the true flow for a site is within the given bounds 
of flow. For example, the 90-percent prediction interval for a 
flow estimate at a site indicates that there is 90 percent confi-
dence that the true flow for the site is between the given  
flow values.


Calculation of prediction intervals is complex. Authors of 
individual reports that describe methods for computing predic-
tion intervals usually provide computer programs that can be 
used to compute the intervals. For example, Hodgkins (�999) 
describes methods for computing prediction intervals for 
flood-frequency estimates for ungaged sites in Maine, and he 
provides a computer program that can be used to compute the 
estimates and prediction intervals. NSS contains an algorithm 
described by Tasker and Driver (�988) that can be used to 
compute 90-percent prediction intervals for sites when report 
authors have provided documentation for computing them.


When estimates of streamflow statistics are determined 
from regression equations for an ungaged site with basin 
characteristics that are outside the ranges of the basin 
characteristics for the gaging stations used to develop the 
equations, the estimates are said to be extrapolated. The 
accuracies of extrapolated estimates are unknown. NSS 
allows extrapolations to be done, but users should carefully 
consider the possible consequences for using such estimates 
for planning and design purposes. The applicable ranges of 
basin characteristics used to develop the equations are listed 
in the reports from which the equations are taken, and they are 
also shown in the NSS user interface. NSS warns users when 
they have entered an explanatory variable that is outside an 
applicable range and asks them if they want to proceed. NSS 
also provides a warning in the output for these cases. Measures 
of accuracy are not provided for extrapolated estimates.
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Techniques for Watersheds that Span  
Regional/State Boundaries


NSS can estimate streamflow statistics for basins that 
span more than one hydrologic region within the same state. 
This is accomplished on the basis of percentage of drainage 
area in each region. The user should verify that the resultant 
estimates reflect the streamflow characteristics of the regions 
by consulting the respective state report, and in the case of 
flood-frequency statistics, by examining plots of the computed 
frequency curves.


When an ungaged site has drainage area in two or 
more regions, the NSS report shows the estimates from each 
individual region as well as the final area-weighted averaged 
estimates. The error measures provided for the area-weighted 
averaged estimates are calculated by area weighting of the 
error measures for the individual regions. If the estimates for 
any region are extrapolated, the error measures are not shown 
in the output for the averaged estimates. In these cases, users 
should consider whether to use the non-extrapolated regional 
estimates in preference to the averaged estimates.


Regional estimates for watersheds that span state 
boundaries may give different results depending on which 
state’s equations are used. NSS is not able to weight the 
computations by drainage area for basins that cross state 
boundaries. Because of this limitation, the user must perform 
this procedure manually, which can be accomplished by 
applying NSS for each state using the basin’s full drainage 
area. Next, the user must manually weight the estimates based 
on the percentage of the basin’s drainage area in each state. 
For example, two sets of flood-frequency computations were 
obtained for the Sucarnoochee River at Livingston, Alabama; 
3�0 square miles of the basin’s total area of 606 square miles 
are in Mississippi, and �86 square miles of the basin are in 
Alabama. Table � shows the frequency computations using the 
full drainage area in the application of each state’s equation 
and the weighted frequency computations.


The weighted flood-frequency computations were 
obtained by using the following equation:


where


 QT(MS) and QT(AL) are the computed T-year peak discharges, 
in cubic feet per second, using the 
Mississippi and Alabama regression 
equations, respectively; and


 QT(w)  is the weighted T-year peak discharge, in 
cubic feet per second.


Differences between the Mississippi and the Alabama 
estimates are substantial. For example, the �00-year flood 
discharge for the Sucarnoochee River would be about  
63,800 cubic feet per second if the basin was entirely within 
Mississippi, but only about 43,400 cubic feet per second if the 
basin was entirely within Alabama. The weighted estimate for 
the site, obtained from the equation above, is 55,�00 cubic feet 
per second.


Weighting of Independent Estimates of  
Rural Flood Frequency


Tasker (�975) demonstrated that if two independent 
estimates of a streamflow statistic are available, a properly 
weighted average of the independent estimates will 
provide an estimate that is more accurate than either of the 
independent estimates. NSS includes weighting algorithms 
that can produce improved flood-frequency estimates for 
streamgaging stations and ungaged sites. Improved flood-
frequency estimates are determined for streamgaging stations 
by weighting regression-derived estimates with estimates 
determined from the systematic peak-flow record at the 
station. Improved estimates are determined for ungaged 
sites by weighting the regression-derived flood-frequency 
estimates for an ungaged site with estimates determined 
based on the flow per unit area of an upstream or downstream 
streamgaging station. The weighting equations provided in the 
following sections could, in theory, be used for many types 
of streamflow statistics, but weighting can only be done for 
flood-frequency statistics in NSS.


Some researchers have recommended different weighting 
methods in reports that describe the flood-frequency regres-
sion equations for individual states. Before using the weight-
ing algorithms in NSS, users should refer to the state reports to 
determine if different weighting methods are recommended.


Table 1. Flood-frequency computations for Sucarnoochee River 
at Livingston, Alabama.


[Q, discharge; (ft3/s), cubic feet per second]


Recurrence 
interval 
(years)


Computed 
peak Q in  


Mississippi 
(ft�/s)


Computed 
peak Q in 
Alabama 


(ft�/s)


Weighted 
frequency 
estimates 


(ft�/s)


� �6,000 8,750 ��,600


5 �7,900 �5,400 ��,000


�0 36,�00 �0,700 �8,800


�5 47,400 �8,800 38,600


50 58,�00 35,700 47,600


�00 63,800 43,400 55,�00


�00 74500 5�,500 63,600


500 85,700 64,�00 75,500
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Weighting for Streamgaging Stations
NSS includes the weighting procedure for streamgaging 


stations presented by the Interagency Advisory Committee on 
Water Data (�98�), which combines flood-frequency estimates 
determined from log-Pearson type III analysis of the system-
atic annual peaks for a streamgaging station with estimates 
obtained for the station from regression equations. Weight-
ing is based on the years of record for the estimates obtained 
from the station records and on the equivalent years of record 
for the regression estimates. If the two different estimates are 
assumed to be independent, weighted flood-frequency esti-
mates can be computed as:


The accuracy of the weighted estimate, in equivalent 
years of record, is equal to the N + EQ. No other indicators 
of accuracy are available for these weighted estimates. 
NSS cannot compute weighted estimates for streamgaging 
stations if the equivalent years of record are not available for 
the regression equations. In these cases, if NSS is used to 
calculate weighted estimates, the results will be identical to 
the estimates from the systematic flood peaks.


Weighting for Ungaged Sites on Gaged Streams
NSS includes the weighting procedure presented by 


Guimaraes and Bohman (�99�) and Stamey and Hess (�993) 
to improve flood-frequency estimates for a rural ungaged 
site with a drainage area that is between 0.5 and �.5 times 
the drainage area of a streamgaging station that is on the 
same stream. To obtain a weighted peak-flow estimate QT for 
recurrence interval T at the ungaged site (QT(U) w ), the NSS 
program must first be used to create a scenario of weighted 
flow estimates for an upstream or downstream gaging station. 
The weighted gaging station estimate (QT(G) w ) is then used 
to obtain an estimate for the ungaged site that is based on the 
flow per unit area at the gaging station (QT(U) g ) by use of the 
equation:


NSS applies the appropriate b values automatically. The 
weighted estimate for the ungaged site (QT(U)w) is then com-
puted as:


The weighting algorithm gives full weight to the regres-
sion estimates when the drainage area for the gaging station is 
less than 0.5 or greater than �.5 times the drainage area for the 
ungaged site and increasing weight to the gaging station-based 
estimates as the drainage area ratio approaches �. The weight-
ing procedure should not be applied when the drainage area is 
less than 0.5 or greater than �.5.


NSS computes the equivalent years of record for the 
weighted estimates for an ungaged site, EQT(U)w. It first com-
putes the equivalent years of record for the weighted estimate 
of peak discharge at the streamgaging station, EQT(U)g by sub-
stituting the weighted equivalent years of record computed by 
NFF for QT(G)w into the equation above. It then inserts EQT(U)g 
for QT(U)g and the equivalent years of record from the regres-
sion equations, EQT(U)g, for QT(U)g into the first equation in 
this section to compute EQT(U)w. No other indicators of accu-
racy are available for these estimates. In theory, the standard 
errors for these estimates should be at least as small as those 
for the estimates derived from the regression equations alone.
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Urban Flood-Frequency  
Estimating Techniques


By V.B. Sauer


Introduction


The NSS Program provides equations for estimating the 
magnitude and recurrence intervals for floods in urbanized 
areas throughout the conterminous United States and Hawaii. 
The seven-parameter nationwide equations described in USGS 
Water-Supply Paper (WSP) ��07 (Sauer and others, �983), 
are based on urban runoff data from �99 basins in 56 cities 
and 3� states. These equations have been thoroughly tested 
and proven to give reasonable estimates for floods having 
recurrence intervals between � and 500 years. A later study by 
Sauer (�985) of urban data at 78 additional sites in the south-
eastern United States verified the seven-parameter equations 
as unbiased and having standard errors equal to or better than 
those reported in WSP ��07.


Additional equations for urban areas in some states have 
been included in the NSS program as optional methods to 
estimate and compare urban flood frequency. These equations 
were developed for local use within their designated urban 
area and should not be used for other urban areas.


Nationwide Urban Flood-Frequency Equations


The following seven-parameter equations and definitions 
are excerpted from Sauer and others (�983). The equations are 
based on multiple regression analysis of urban flood-frequency 
data from �99 urbanized basins, 


UQ� = �.35 A.4� SL.�7 (RI�+3)�.04 (ST+8)-.65 
(�3-BDF)-.3� IA.�5 RQ�.47 


standard error of estimate is 38 percent


UQ5 = �.70 A.35 SL.�6 (RI�+3)�.86 (ST+8)-.59 
(�3-BDF)-.3� IA.�� RQ5.54 


standard error of estimate is 37 percent


UQ�0 = �.99 A.3� SL.�5 (RI�+3)�.75 (ST+8)-.57 


(�3-BDF)-.30 IA.09 RQ�0.58 


standard error of estimate is 38 percent


UQ�5 = �.78 A.3� SL.�5 (RI�+3)�.76 (ST+8)-.55 


(�3-BDF)-.�9 IA.07 RQ�5.60 


standard error of estimate is 40 percent


UQ50 = �.67 A.�9 SL.�5 (RI�+3)�.74 (ST+8)-.53 


(�3-BDF)-.�8 IA.06 RQ50.6� 


standard error of estimate is 4� percent


UQ�00 = �.50 A.�9 SL.�5 (RI�+3)�.76 (ST+8)-.5� 
(�3-BDF)-.�8 IA.06 RQ�00.63 


standard error of estimate is 44 percent


UQ500 = �.�7 A.�9 SL.�6 (RI�+3)�.86 (ST+8)-.54 


(�3-BDF)-.�7 IA.05 RQ500.63 


standard error of estimate is 49 percent


where


UQ�, UQ5,...UQ500  are the urban peak discharges, in cubic 
feet per second, for the �-, 5-, ... 500-year recur-
rence intervals;


 A is the contributing drainage area, in square 
miles, as determined from the best available 
topographic maps; in urban areas, drainage sys-
tems sometimes cross topographic divides. Such 
drainage changes should be accounted for when 
computing A;


 SL is the main channel slope, in feet per mile  
(ft/mi), measured between points that are  
�0 percent and 85 percent of the main channel 
length upstream from the study site (for sites 
where SL is greater than 70 ft/mi, 70 ft/mi is 
used in the equations);


 RI� is the rainfall, in inches, for the �-hour, �-year 
recurrence interval, determined from U.S. 
Weather Bureau Technical Paper 40 (�96�) 
(eastern United States), or from National 
Oceanic and Atmospheric Administration Atlas 
� (Miller and others, �973) (western United 
States);


 ST is basin storage, the percentage of the drainage 
basin occupied by lakes, reservoirs, swamps, 
and wetlands; in-channel storage of a tempo-
rary nature, resulting from detention ponds or 
roadway embankments, should not be included 
in the computation of ST;


 BDF is the basin development factor, an index of the 
prevalence of the urban drainage improvements;


 IA is the percentage of the drainage basin occupied 
by impervious surfaces, such as houses, build-
ings, streets, and parking lots; and


 RQT are the peak discharges, in cubic feet per sec-
ond, for an equivalent rural drainage basin in the 
same hydrologic area as the urban basin, for a 
recurrence interval of T years; equivalent rural 
peak discharges are computed from the rural 
equations for the appropriate state, in the NSS 
program, and are automatically transferred to 
the urban computations.
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The basin development factor (BDF) is a highly 
significant variable in the equations, and provides a measure 
of the efficiency of the drainage basin. It can easily be 
determined from drainage maps and field inspections of the 
drainage basin. The basin is first divided into upper, middle, 
and lower thirds on a drainage map, as shown in figures �A–C. 
Each third should contain about one-third of the contributing 
drainage area, and stream lengths of two or more streams 
should be approximately the same in each third. Stream 
lengths of different thirds, however, can be different. For 
instance, in figure �C, the stream distances of the lower third 
are all about equal, but are longer than those in the middle 
third. Precise definition of the basin thirds is not considered 
necessary because it will not have much effect on the final 
value of BDF. Therefore, the boundaries between basin thirds 
can be drawn by eye without precise measurements.


Within each third of the basin, four characteristics of the 
drainage system must be evaluated and assigned a code of 0 
or �. Summation of the �� codes (four codes in each third of 
the basin) yields the BDF. The following guidelines should not 
be considered as requiring precise measurements. A certain 
amount of subjectivity will necessarily be involved, and field 
checking should be performed to obtain the best estimates.


Channel improvements.—If channel improvements 
such as straightening, enlarging, deepening, and 
clearing are prevalent for the main drainage channels 
and principal tributaries (those that drain directly 
into the main channel), then a code of � is assigned. 
To be considered prevalent, at least 50 percent of 
the main drainage channels and principal tributaries 
must be improved to some degree over natural condi-
tions. If channel improvements are not prevalent, 
then a code of 0 is assigned.


Channel linings.—If more than 50 percent of the 
length of the main channels and principal tributar-
ies has been lined with an impervious surface, such 
as concrete, then a code of � is assigned to this 
characteristic; otherwise, a code of 0 is assigned. 
The presence of channel linings would obviously 
indicate the presence of channel improvements as 
well. Therefore, this is an added factor and indicates 
a more highly developed drainage system.


Storm drains or storm sewers.—Storm drains are 
defined as those enclosed drainage structures (usu-
ally pipes), commonly used on the secondary tribu-
taries where the drainage is received directly from 
streets or parking lots. Many of these drains empty 
into open channels; however, in some basins they 
empty into channels enclosed as box and pipe cul-
verts. Where more than 50 percent of the secondary 
tributaries within a subarea (third) consists of storm 
drains, then a code of � is assigned to this aspect; 
otherwise, a code of 0 is assigned.


�.


�.
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Curb-and-gutter streets.—If more than 50 percent 
of the subarea (third) is urbanized (covered with 
residential, commercial, and/or industrial develop-
ment), and if more than 50 percent of the streets 
and highways in the subarea are constructed with 
curbs and gutters, then a code of � is assigned to this 
aspect; otherwise, a code of 0 is assigned. Drainage 
from curb- and-gutter streets commonly empties into 
storm drains.


Estimates of urban flood-frequency values should not 
be made using the seven-parameter equations under certain 
conditions. For instance, the equations should not be used for 
basins where flow is controlled by reservoirs, or where deten-
tion storage is used to reduce flood peaks. The equations also 
should not be used if the rural equations for the region of inter-
est contain independent variables, such as basin development 
factor, percentage of impervious area, percentage of urban 
development, or an urbanization index. Though classified in 
NSS as rural equations, estimates obtained from equations that 
contain these types of variables already reflect the effects of 
urbanization.


The urban equations should not be used if any of the 
values of the seven parameters are outside the range of values 
used in the original regression study (except for SL, which 
is limited to 70 ft/mi). These ranges are provided in the NSS 
Program, and the user is warned by the program anytime a 
variable value exceeds the range. The program will compute 
urban estimates even though a parameter may be outside the 
range; however, the standard error of estimate may be greater 
than the value given for each equation.


Local Urban Flood-Frequency Equations


The NSS Program includes additional equations for some 
cities and metropolitan areas that were developed for local 
use in those designated areas only. These local urban equa-
tions can be used in lieu of the nationwide urban equations, 
or they can be used for comparative purposes. It would be 
highly coincidental for the local equations and the nationwide 
equations to give identical results. Therefore, the user should 
compare results of the two (or more) sets of urban equations, 
and compare the urban results to the equivalent rural results. 
Ultimately, it is the user’s decision as to which urban results  
to use.


The local urban equations are described in the individual 
summaries of state flood-frequency techniques for states that 
use the same equations as those that appeared in the previ-
ous version of NSS. The local urban equations are described 
in Fact Sheets for states that have updated either their rural 
or urban equations since the previous version of NSS was 
released (Jennings and others, �994). In addition, some of 
the rural reports contain estimation techniques for urban 
watersheds. Several of the rural reports suggest the use of the 
nationwide equations given by Sauer and others (�983) and 
described above.


4.
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Figure 1. Schematic of typical drainage basin shapes and subdivision into basin thirds. (Note that stream-
channel distances within any given third of a basin in the examples are approximately equal, but between basin 
thirds the distances are not equal, to compensate for the relative basin width of the thirds.) (from Jennings and 
others, �994).
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Flood Hydrograph Estimation


By V.B. Sauer


The NSS Program contains a procedure for computing 
a typical hydrograph that represents average runoff for a 
specified peak discharge. It should be emphasized that this is 
an average hydrograph, and is not necessarily representative 
of any particular rainfall distribution. The average, or typical, 
hydrograph could be considered a design hydrograph for some 
applications.


The procedure used in NSS to compute the average 
hydrograph is known as the dimensionless-hydrograph 
method. Stricker and Sauer (�98�) developed the method for 
urban basins using theoretical techniques. Inman (�987) used 
actual streamflow data for both urban and rural streams in 
Georgia, and confirmed the theoretical, dimensionless hydro-
graph developed by Stricker and Sauer. Other investigators 
have since developed similar dimensionless hydrographs for 
numerous other states (Sauer, �989). Except in some relatively 
flat-topography, slow-runoff areas, the same dimensionless 
hydrograph seems to apply with reasonable accuracy. The 
dimensionless-hydrograph approach, however, is not appli-
cable to snowmelt runoff or for estimating more complex 
double-peaked hydrographs.


The dimensionless-hydrograph method has three essen-
tial parts:  (�) the peak discharge for which a hydrograph 
is desired, (�) the basin lagtime, and (3) the dimensionless-
hydrograph ordinates. In order to compute the average, or 
design hydrograph using the NSS procedures, the user selects 
the peak discharge from the NSS frequency output. The user 
must also provide an estimate of the basin lagtime. The NSS 
Program then computes the hydrograph using the dimension-
less ordinates of the hydrograph developed by Inman (�987), 
which are stored in the program.


Basin lagtime (LT) is defined as the elapsed time, in 
hours, from the center of mass of rainfall excess to the center 
of mass of the resultant runoff hydrograph. This is the most 
difficult estimate to make for the hydrograph computations. 
For rural basins, the user must make an estimate of lagtime, 
independent of the NSS Program, because there are no lagtime 
equations currently available in NSS for rural watersheds. 
However, Sauer (�989) summarized basin lagtime equations 
that have been developed for rural and urban watersheds in 
several states. The following statewide equations computed for 
rural Georgia streams by Inman (�987) are an example:


Appendix B provides a summary of equations for esti-
mating basin lagtime as given by Sauer (�989), in addition to a 
few other known studies.


The following generalized equation was developed by 
Sauer and others (�983) for urban basins for use on a nation-
wide basis:


The standard error for the above lagtime equation is plus 
or minus 6� percent, based on regression analysis for �70 sta-
tions on a nationwide basis. For urban basins, the user has a 
choice of using the nationwide lagtime equation given above, 
or inputting an independent estimate of lagtime.
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Estimation of Extreme Floods


By W.O. Thomas, Jr., and W.H. Kirby


Measures of Extreme Floods


Very large or extreme floods can be characterized in sev-
eral ways. Some examples are the Probable Maximum Flood 
(PMF), envelope curve values based on maximum observed 
floods (Crippen and Bue, �977; Crippen, �98�), and probabi-
listic floods, such as the 500-year flood, which has only a  
0.� percent chance of being exceeded in any given year.


The PMF is defined as the most severe flood that is 
considered reasonably possible at a site as a result of hydro-
logic and meteorologic conditions (Cudworth, �989; Hansen 
and others, �98�). The estimation of the PMF involves three 
steps:  (�) determination of the Probable Maximum Precipita-
tion (PMP) from reports published by the National Weather 
Service (e.g., Hansen and others, �98�), (�) determination 
of infiltration and other losses, and (3) the conversion of the 
excess precipitation to runoff. In step (�), it is general practice 
to assume that an antecedent storm of sufficient magnitude has 
reduced water losses, such as interception, evaporation, and 
surface depression storage, to negligible levels. In step (3), the 
conversion of precipitation excess to runoff is accomplished 
by one of a number of techniques or models ranging from 
detailed watershed models to a less detailed unit-hydrograph 
approach. Most Federal construction and regulatory agencies 
use the less detailed unit-hydrograph approach that is based on 
the principle of linear superposition of hydrographs as origi-
nally described by Sherman (�93�).


The words “probable” and “likely” in the definition of 
the PMF and PMP do not refer to any specific quantitative 
measures of probability or likelihood of occurrence. Moreover, 
an interagency work group of the Hydrology Subcommittee  
of the Interagency Advisory Committee on Water Data 
decided “It is not within the state of the art to calculate the 
probability of PMF-scale floods within definable confidence 
or error bounds” (Interagency Advisory Committee on Water 
Data, �986).


The definition of another type of large or extreme flood is 
based on the maximum observed flood for a given size water-
shed. Crippen and Bue (�977) and Crippen (�98�) developed 
flood-envelope curves by plotting the maximum known flood 
discharges against drainage area for �7 flood regions of the 
conterminous United States. These flood-envelope curves 
approximate the maximum flood-peak discharge that has been 
regionally experienced for a given size watershed. Like the 
PMF, these flood-envelope values do not have an associated 
probability of exceedance.


In general, the largest flood having a defined probability 
of exceedance that is used for planning, management, and 
design is the 500-year flood. This flood discharge has a  


0.� percent chance of being exceeded in any given year or, 
stated another way, will be exceeded at intervals of time 
averaging 500 years in length. The 500-year flood is the 
most extreme flood discharge computed in flood-frequency 
programs of the USGS (Kirby, �98�) and the U.S. Army 
Corps of Engineers (�98�) that implement Federal Interagency 
Bulletin �7B guidelines for flood frequency (Interagency 
Advisory Committee on Water Data, �98�). These two 
computer programs are the ones most frequently used by the 
hydrologic community.


Estimates of 500-year flood discharges are used in 
defining flood plains for the flood insurance studies of the 
Federal Emergency Management Agency (FEMA), as well 
as by the National Park Service for defining flood plains 
in National Parks. Flood-plain boundaries based on the 
500-year flood are used mostly for planning purposes to 
identify areas that would be inundated by an extreme flood. 
Prompted by a number of bridge failures beginning in the 
late �980s that resulted from excessive scour, the Federal 
Highway Administration (FHWA) has developed procedures 
for evaluating scour at bridges. As part of this program, the 
FHWA advised the state Departments of Transportation 
nationwide to evaluate the risk of their bridges being subjected 
to scour damage during floods on the order of �00- to 500-
year or greater average return periods. Therefore, there is a 
defined need for estimates of flood discharges having return 
periods on the order of 500 years.


Extrapolation for the �00-Year Flood


Before �989, USGS policy prohibited publication of 
at-site estimates of the 500-year flood and regional regres-
sion equations for estimating the 500-year flood at ungaged 
sites. Therefore, only USGS statewide reports published since 
�989 contain regression equations or at-site estimates for the 
500-year flood. A procedure is given in the NSS Program for 
extrapolating the regional regression equations in any state 
to the 500-year flood. The extrapolation procedure basically 
consists of fitting a log-Pearson Type III curve to the �- to 
�00-year flood discharges given by NSS and extrapolating this 
curve to the 500-year flood discharge. The procedure consists 
of the following steps for a given watershed.


Determine the flood-peak discharges for selected 
return periods from the appropriate regional regres-
sion equations given in NSS. At least three points are 
needed to define the skew coefficient required in a 
subsequent step. Use of additional points improves 
the definition of the frequency curve that is defined 
by the regional equations, and helps to average 
out any minor irregularities that may exist in the 
relations among the regional equations. The NSS 
program uses all available regional equations for 
selected return periods to define the frequency curve.


�.
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Fit a quadratic curve to the selected points on log-
probability paper using least-squares regression 
computations. The variables used in the regression 
computations are the logarithms of the selected dis-
charges and the standard normal deviates associated 
with the corresponding probabilities. The purpose 
of this quadratic curve is to obtain a smooth curve 
through the selected flood-peak discharges from 
step � above. The quadratic curve is an approxima-
tion of the log-Pearson Type III curve that will be 
computed.


Determine the skew coefficient of the log-Pearson 
Type III frequency curve that passes through the �-, 
�0-, and �00-year floods defined by the quadratic 
curve. The skew coefficient is defined approximately 
by the formula (Interagency Advisory Committee on 
Water Data, �98�):


Replot (conceptually) the selected discharges and 
return periods using a Pearson Type III probability 
scale defined such that a frequency curve with the 
computed skew plots as a straight line. This scale is 
defined by plotting probability values p at positions 
x on the probability axis, where x is defined by the 
standardized Pearson Type III deviate (K values) for 
the given skew and probability. A Wilson-Hilferty 
approximation (Kirby, �97�) is used to compute the 
K value.


Fit a straight line by least-squares regression to the 
points plotted in step 4, and extrapolate this line to 
the 500-year flood-peak discharge. The variables 
used in the least-squares computation are the loga-
rithms of the selected discharges and the Pearson 
Type III K values associated with the corresponding 
probabilities.


An example of a flood-frequency curve computed by 
this procedure for the Fenholloway River at Foley, Florida is 
shown in figure �. The solid triangles are the regional flood-
frequency values as estimated by the equations given by 
Bridges (�98�), which are incorporated in the NSS Program. 
The 500-year value, shown as a solid circle (��,800 cubic feet 
per second), is estimated using the extrapolation procedure 
described above. Note that the extrapolated 500-year value 
is a reasonable extension (see dashed line) of the regional 
frequency curve.


The solid triangle (fig. �) (��,500 cubic feet per second) 
for the 500-year value is the regional value as obtained directly 
from the 500-year equation given in Bridges (�98�). The 500-
year flood for the Fenholloway River can be estimated without 
extrapolation since Florida is one of the states for which 500-
year regression equations have been published. The difference 


�.
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between the two 500-year values is ��.3 percent. This is 
typical of several comparisons of extrapolated 500-year floods 
to published regional equations made by Jennings and others 
(�994), which mostly agree within plus or minus �5 percent.


For comparison with and evaluation of extrapolated  
500-year flood values, the NSS Program can display the maxi-
mum flood-envelope curve values given by Crippen and Bue 
(�977) and Crippen (�98�). Because there is no frequency of 
occurrence associated with envelope-curve estimates, the com-
parison of these values to the extrapolated 500-year floods is 
merely a qualitative evaluation. In general, one would expect 
the extrapolated 500-year flood-peak discharges to be less than 
the envelope-curve values, assuming that several watersheds in 
a given region have experienced at least one flood exceeding 
the 500-year value during the period of data collection. For  
the Fenholloway River at Foley, Florida, estimates of the 500-
year flood range from ��,500 to ��,800 cubic feet per second. 
The envelope-curve value from Crippen and Bue (�977) and 
Crippen (�98�) is �0�,000 cubic feet per second given that 
the watershed is in Region 3 as defined by Crippen and Bue 
(�977) and Crippen (�98�). A map of the conterminous  
United States showing the flood-region boundaries (fig. 3) 
from Crippen and Bue (�977) can be displayed within NSS so 
the user can determine the appropriate flood region for a site 
of interest.


Figure �. Regional flood-frequency curve for the Fenholloway 
River at Foley, Florida (from Jennings and others, �994).
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Testing and Validation of  
Techniques


By K.G. Ries III


The algorithms in the original version of the NFF 
Program were tested extensively before the initial release of 
the software. Flood-frequency estimates were obtained using 
NFF for three to five gaged sites from each hydrologic region 
in each state, using watershed and climatic data obtained for 
the sites from published flood-frequency reports or provided 
by local USGS Water Science Centers. These estimates were 
compared to the published regional regression-equation esti-
mates for the sites to confirm the reliability of the software. 
Particular emphasis was placed on testing the accuracy of the 
500-year extrapolation procedure described in the previous 


section of this report. The testing process indicated that the 
extrapolation procedure for the 500-year flood was reasonable 
and gave estimates similar to those based on station data and 
regional equations developed by regression analysis. Jennings 
and others (�994) described the tests and results in detail.


Although the operating environment changed from MS-
DOS for the initial version of the software to MS Windows for 
NFF version 3.0, most of the underlying algorithms did not 
change. There also were few changes to the basic algorithms 
with this new update to NSS version 4.0.  As a result, rigorous 
testing before releasing the present version was done only for 
the algorithms that were changed. Emphasis was placed on 
assuring that the equations for each region in each state were 
correct, and that estimates obtained from NSS for tested gaged 
sites agreed with the regional regression-equation estimates for 
the sites that were published in the state reports. At least one 
test was made of the equations for each region in each state. 
These tests were done primarily by personnel from the USGS 
offices in which the state reports originated.


Figure �. Map of the conterminous United States showing flood-region boundaries (modified from Crippen 
and Bue, �977).
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Applicability and Limitations


By J.B. Atkins, and K.G. Ries III


The regression equations in the NSS Program are 
applicable and representative of the data used to derive them. 
Because the user of NSS is responsible for the assessment 
and interpretation of the computed results, the following 
limitations of NSS should be observed.


Estimates from the regression equations in NSS 
reflect natural flow conditions. The estimates do not 
account for the effects of water diversions, dams, 
flood-detention structures, and other manmade 
works. The equations can be used to obtain estimates 
of natural flow conditions on streams that do not 
have natural flows. The equations should not be used 
to obtain estimates of streamflow statistics under 
existing conditions if the streams do not have natural 
flows. Users should carefully assess the degree to 
which flows may be modified at their selected sites. 
A flood-retention reservoir on a stream may have 
a large effect on peak flows but no effect on low 
flows. Likewise, a diversion of a few million gallons 
per day may have a large effect on low flows but an 
insignificant effect on peak flows.


The rural flood-frequency equations and all equa-
tions for estimating other types of streamflow 
statistics in NSS can be used to obtain estimates of 
natural flow conditions on urbanized streams. The 
equations should not be used to obtain estimates of 
existing streamflow statistics on urbanized streams 
unless the equations contain independent variables, 
such as basin development factor, percentage of 
impervious area, percentage of urban development, 
or an urbanization index that accounts for the effects 
of urbanization. NSS users should refer to the reports 
that document the equations to determine the extent 
of regulations, diversions, or urbanization that is 
allowable for use of the rural equations.


The user is cautioned that the magnitude of the true 
standard errors of estimates for ungaged sites will be 
larger than the reported average standard errors if the 
equations in NSS are used to estimate flood mag-
nitudes for streams with explanatory variables near 
the ranges identified in NSS. The errors for ungaged 
sites with explanatory variables beyond the ranges 
identified in NSS are unknown.


Drainage area must always be determined because 
NSS requires a value. Although a hydrologic region 
may not include drainage area as a variable in the 
prediction equation to compute a frequency curve, 


�.


�.


3.


4.


NSS requires the use of a watershed’s drainage area 
for other computations, such as determining the 
maximum flood-envelope discharge from Crippen 
and Bue (�977) and (or) Crippen (�98�), and weight-
ing of flood-frequency curves for watersheds in more 
than one region. 


Flood-frequency curves for watersheds contained 
in more than one region cannot be computed if the 
regions involved do not have corresponding T-year 
equations. Failure to observe this limitation of NSS 
will lead to erroneous results. Frequency curves are 
weighted by the percentage of drainage area in each 
region within a given state. No provision is provided 
in the software for weighting frequency curves for 
watersheds in different states.


In some instances, the maximum flood-envelope 
value might be less than some T-year computed peak 
discharges for a given watershed. The T-year peak 
discharge is the discharge that will be exceeded as 
an annual maximum peak discharge, on average, 
every T years. The user should carefully determine 
which maximum flood region contains the watershed 
being analyzed (fig. 3), and is encouraged to consult 
Crippen and Bue (�977) and (or) Crippen (�98�) for 
guidance and interpretation.


The NSS Program allows the weighting of the loga-
rithms of the estimated and observed peak discharges 
for streamgaging stations using the equivalent years 
of record of the regression estimate and the number 
of years of observed record as the weighting factors. 
If NSS has determined the 500-year flood for the site 
of interest by extrapolation, then the equivalent years 
of record of the �00-year regression equation and the 
extrapolated 500-year flood are used in the weight-
ing calculation. If the equivalent years of record are 
not available for the �- through �00-year floods, NSS 
cannot compute weighted estimates, and it uses the 
observed peak discharges as the final estimates.


The NSS Program allows the weighting of regres-
sion estimates for ungaged sites with estimates based 
on the flow per unit area of an upstream or down-
stream streamgaging station to determine improved 
estimates for the ungaged site. The drainage area for 
the ungaged site should be within 0.5 and �.5 times 
the drainage area for the streamgaging station; other-
wise, only the regression estimates should be used.


Some hydrologic regions do not have prediction 
equations for peak discharges as large as or larger 
than the �00-year peak discharge. The user is 
responsible for the assessment and interpretation 
of any interpolated or any extrapolated T-year peak 
discharges. Examination of plots of the frequency 
curves computed by NSS is highly desirable.


5.


6.


7.


8.


9.


Applicability and Limitations  1�







Hydrographs of flood flows, computed by pro-
cedures in NSS, are not applicable to watersheds 
where flood hydrographs are typically derived from 
snowmelt runoff, or to watersheds that typically 
exhibit double-peaked hydrographs. Furthermore, 
the flood-hydrograph estimation procedure might 
not be applicable to watersheds in the semi-arid/arid 
regions of the Nation because the procedure is based 
on data from Georgia (Inman, �987).


Summary of Estimating  
Techniques


By K.G. Ries III, H.C. Riggs, and W.O. Thomas, Jr.


Full documentation of the equations and information nec-
essary to solve them is provided in the individual reports for 
each state. Many of the state reports are available for down-
load from the Web. In addition, USGS Fact Sheets are avail-
able that summarize the flood-frequency reports for �0 states 
with new or corrected equations developed since the release of 
NFF version �.0. Summaries of the equations for estimating 
flood flows from the original NFF report (Jennings and others, 
�994) are available online for the states that have not devel-
oped new equations since the release of NFF version �.0. 


The NSS Web site (http://water.usgs.gov/software/nss.
html) provides links to the online reports, the Fact Sheets, 
and the state summaries that document the equations in NSS. 
These sites will be updated as new equations become avail-
able. Specific documentation on the state equations is not 
provided in this report because several new sets of equations 
are developed each year, and the documentation would quickly 
become obsolete. It is recommended that users check the NSS 
Web site periodically to determine if new equations have been 
developed for areas of interest to them. Users should obtain an 
updated version of the database and new documentation when 
new equations are available.


Figures and maps needed to determine the input variables 
are included in the Fact Sheets and state summaries when they 
could be easily digitized, though often they are of smaller 
scale than the maps provided in the statewide flood-frequency 
reports. In some cases, the user will need to consult the 
original reports to obtain some of the input variables for the 
regression equations. StreamStats should be used to measure 
the input variables and solve the regression equations for areas 
where it is implemented.


The regression equations are provided in the same format 
in the Fact Sheets and summaries as in the original reports. 
In the application of these equations, it is often necessary to 
add constants to input variables that might equal zero. These 
constants are not always shown in the equations. The user 


�0. should enter the actual value of the variable and the necessary 
constants will be applied in the computer program.


Brief descriptions of each variable used in the regression 
equations are provided in the documentation. It is assumed 
that the user is knowledgeable with regard to determination of 
many of the routine watershed characteristics, such as drainage 
area and channel length, from topographic maps. The appli-
cable range of all variables is given in the NSS Program so the 
user will know if estimates are being made outside the range 
of data used in developing the regression equations. Users 
should exercise caution when extrapolating the flood estimates 
beyond the data used to develop the equations.


StreamStats


By K.G. Ries III


The USGS has developed a Web application named 
StreamStats that automates the process of computing stream-
flow statistics for ungaged sites and provides previously 
computed streamflow statistics for USGS data-collection 
stations. StreamStats provides a map-based user interface that 
appears in a Web-browser window. Users can obtain estimates 
of streamflow statistics for ungaged sites by clicking on site 
locations in the interface. A GIS program determines boundar-
ies of the drainage basins for the ungaged sites, measures the 
physical characteristics of the drainage basins, and inserts the 
characteristics into the NSS program to solve the regression 
equations that estimate the streamflow statistics for the sites, 
which appear in a pop-up Web browser window. This process 
for measuring the basin characteristics is much faster, more 
accurate, and more consistent than previous manual methods. 
Users also can obtain previously published streamflow statis-
tics and other information for USGS data-collection stations 
by clicking on station locations in the user interface.


Because of the ease of use and accuracy of the results, 
StreamStats should be used to obtain estimates for sites 
located in areas where the application is available. A map 
on the StreamStats Web page at http://streamstats.usgs.
gov/ shows the states where the application is available and 
provides a link to the application and documentation of the 
regression equations for each state. The StreamStats Web site 
also provides a description of the application, user instruc-
tions, definitions of terms, answers to frequently asked ques-
tions, a description of limitations, links to presentations, and 
contact information. A Fact Sheet on StreamStats (Ries and 
others, �004) is available on the Web at http://md.water.usgs.
gov/publications/fs-2004-3115/.


StreamStats currently does not incorporate all of the 
functionality of NSS, such as the ability to generate flood-
frequency plots and flood hydrographs, and to analyze the 
sensitivity of the estimates to changes in basin characteristics. 
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Users can insert the basin characteristics measured by Stream-
Stats into the NSS Program to take advantage of its additional 
functionality.  It also should be noted that StreamStats cannot 
be used to obtain flood-peak estimates for urban streams using 
the national urban equations described previously in this report 
because the basin development factor used as an independent 
variable in those equations cannot be measured by a GIS.


It is a goal of the USGS to eventually have StreamStats 
implemented throughout the Nation. Implementation for indi-
vidual states usually requires cooperative funding agreements 
between the USGS and one or more Federal, State, or local 
agencies, whereby the other agency or agencies pay for at least 
half of the implementation cost. Because of this reliance on 
funding from other agencies, full national implementation may 
take several years.
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Version 4.0 of the National Streamflow Statistics (NSS) 
computer program solves regression equations for estimating 
T-year flood-peak discharges for rural and urban watersheds 
throughout the United States, and it solves regression equa-
tions for other types of streamflow statistics that are available 
in many areas of the Nation. The program also provides meth-
ods for (�) plotting flood-frequency curves, (�) estimating a 
typical flood hydrograph corresponding to a given T-year peak 
discharge, (3) weighting flood-peak estimates obtained from 
regression equations for streamgaging stations with estimates 
computed from the annual peak flows at the stations, and 
(4) weighting flood-peak estimates obtained from regression 
equations for ungaged sites with estimates obtained by apply-
ing the peak flow per unit area for an upstream or downstream 
gaging station to the ungaged site.


The NSS computer program has four components— 
a user interface, a calculation routine, a Microsoft Access 
database, and a help facility. The NSS user interface allows 
users to control the operation of the software and presents 
results. The calculation routine calculates streamflow statistics 
using basin and climatic characteristics entered by the user 
and provides tabling and graphing capabilities. The Access 
database contains the regression coefficients, standard errors, 
and other information, for more than �,000 multiple regression 
equations. The help facility contains an electronic copy of this 
report, a link to the NSS Web page, and version information. 
The NSS Program is written in the Visual Basic programming 
language.


This users’ manual provides instructions for download-
ing, installing, and using NSS. The provided instructions 
assume a general basic knowledge of the Windows operating 
systems. In the discussion that follows, the names of windows 
that appear on the users’ desktop are shown in italics, and the 
names of text boxes, menu items, and command buttons are 
shown in bold.


Downloading and Installing the Program


NSS can be run on a variety of personal computers (PCs). 
It requires a computer running Windows 98/NT version 4.0 or 
higher with service pack 5 or higher. For optimal performance, 
a processor running at 400 megahertz or faster with at least  
64 megabytes (Mb) of memory is recommended. A VGA or 
better color monitor also is recommended.


NSS can be downloaded from the Web at http://water.
usgs.gov/software/nss.html. Users will need to download at 
least two files— NSSv4.exe, which contains the NSS Setup 
Wizard and the NSS computer program (about 8 Mb), and 
NSSv4_YYYY-MM-DD.mdb, which is the database (about 
�4 Mb), where YYYY is the year, MM is the month, and DD 
is the day of the most recent release. To download and install 
NSS by either facility, users should follow these steps:


Double click with the left mouse button on the 
file names or icons for the files shown in the Web 
browser window.


Specify a directory and save both files to the local-
hard drive.


Locate NSSv4.exe on the hard drive using Windows 
Explorer or My Computer.


Double click with the left mouse button on the file 
name (NSSv4.exe) to start the NSS Setup Wizard.


Click on the Next button in the Setup Wizard Wel-
come window.


At the prompt, specify the directory in which NSS 
will be installed. A default path name, C:\Program 
Files\NSS, will be displayed, and is recommended. 
Alternately, the user can browse to select a different 
directory or type in the path name.


�.


�.


3.


4.


5.


6.
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At the prompt, select the Start menu folder in which 
to place the program’s shortcut. The default folder 
name is USGS. It is suggested that this folder name 
be used if other USGS software is or will be installed 
on the user’s PC. If not, the user may wish to name 
the folder NSS or to select another folder that is 
already available.


Choose whether or not to create a desktop icon for 
the program.


Click on the Install button.


When the Wizard provides notification that the 
installation is complete, click on the Finish button to 
close the Wizard.


Copy the NSSv4_YYYY-MM-DD.mdb file to the 
NSS directory. (The default location is C:\Program 
Files\NSS).


When installation is complete, start NSS to assure 
that the installation was successful and the program 
works.


If NSS works correctly, delete the downloaded file, 
NSSv4.exe, from its original saved location.


For basic installation, the NSS directory should contain 
seven files:  (�) current.nss, which is a text file that contains 
instructions provided to NSS by the user during the previous 
and current sessions, (� and 3) unin000.dat and unins000.
exe, which are used to uninstall the program, (4) NSS.exe, 
which is the executable program file, (5) NSS.chm, which 
is the help facility, (6) NSSv4_YYYY-MM-DD.mdb, which 
is the database, and (7) ATCoRend.mdb, which is an Access 
database of colors used for graphics. To run NSS, double 
click on NSS.exe in Windows Explorer or My Computer. 
Alternately, the program may be started by clicking on the 
NSS entry in the Start menu, or if an icon has been created on 
the computer desktop, by double-clicking on the icon. To run 
the help facility, double click on NSS.chm. The help facility 
may also be started by clicking on the Manual menu item of 
the Help menu in the NSS user interface. To uninstall NSS, 
double click on unins0000.exe.


Region-Of-Influence (ROI) regression is available for 
use in estimating peak-flow statistics for several states. If 
users want to obtain ROI estimates for a state, they must 
download one or two binary files of data needed to run ROI 
for each individual state. These files can be downloaded from 
the above-mentioned Web and FTP sites. The file names 
are formatted as SS.ttt.bin, where SS is the �-letter postal 
abbreviation for the state; ttt is the data type, rec, or rho; and 
bin indicates the file has a binary format. Most states have  
two binary files, and users must download both files to obtain 
ROI estimates.


7.


8.


9.


�0.


��.


��.


�3.


Figure A-1. View of the National Streamflow Statistics 
Program start-up window, which allows selection of the 
system of units for input and output, specification of a 
user name, and selection of a project status file.


Starting the Program


NSS can be started by double-clicking on the desktop 
icon, if one was created during installation, by clicking on the 
NSS listing in the Start menu (by default under USGS), or by 
double-clicking on NSS.exe in the NSS directory. Starting the 
program will cause a small NSS window to appear. Buttons 
in this window allow the user to choose whether English or 
Metric units will be used during the session (fig. A-�). If users 
enter their name in the User text box, their name will be
included in any reports generated during the session.


The Project text box specifies the path and file name to 
a project status file, which saves the selections made during a 
previous session of NSS. The default status file name is cur-
rent.nss, which is saved in the root directory of the application. 
This file will reset the user selections to those made during the 
most recent session of NSS. Alternatively, the user may type 
in a pathname or click on the Browse button to locate a differ-
ent status file that was saved during an older session of NSS. 
Once the desired entries have been made in the NSS startup 
window, press the Run button to begin the session. Clicking 
on the Quit button will terminate the session.


Main Window


After the Run button is pressed in the NSS startup 
window, that window will disappear and the National Stream-
flow Statistics Program (NSS) main window will appear. This 
window (fig. A-�) features pull-down menus, small input text 
boxes, two large frames with large text boxes for display of 
input parameters and output, and several command buttons.
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Figure A-�. The main window of the National Streamflow Statistics Program at start-up.


The File, Graph, and Help pull-down menus are at the 
top left of the main window. These menus provide additional 
utilities to the user, and are described later. Directly below 
the pull-down menus are a pair of boxes that allow the user 
to select the state in which the site of interest is located, and 
to name the site. A state must be chosen before estimates can 
be obtained. Selection is accomplished by clicking on the 
downward-pointing arrow at the right side of the State box. 
Clicking will cause a list of state names to appear along with 
a scroll bar at the right of the list that allows moving to a state 
of interest (fig. A-3). Clicking on an individual state will cause 
its name to appear in the box. Alternately, users may type the 
first letter of the state name to select their state of interest. 
When more than one state has the same first letter, typing the 
first letter again will advance to the next one in alphabetical 
order. When selecting a new state, any results from the cur-
rent state will be cleared, so care should be taken to save any 
desired results before selecting a new state.


Use of the Site Name text box is optional. If a name is 
entered in the box, the name will appear in saved reports for 
the site. If no name is entered, the site name “Unnamed” will 
be used by default.


Two large frames, one for rural estimates and the other 
for urban estimates, fill the center of the main window. A box 


at the top left of each frame shows the name of the current sce-
nario (a scenario is a set of input parameters and estimates for 
a site). To the right of the boxes are the New, Edit, and Delete 
buttons that allow the user to create, edit, or delete scenarios, 
respectively. When multiple scenarios have been created for a 
selected state, the scenarios can be selected from the scroll-
down list for viewing, editing, and deleting.


Below the buttons are a pair of text boxes. The top 
box shows input parameters used to evaluate the regression 
equations for the selected rural or urban scenario (fig. A-4). 
The bottom box shows the output. The first column lists the 
recurrence intervals for peak-flow estimates or the names of 
the statistics for other statistic types. The second column lists 
the estimated flows. Ensuing columns list whatever measures 
of the accuracy of the estimates are available. These always 
include the average standard errors of estimate or predic-
tion, and may include 90-percent prediction intervals or the 
equivalent years of record, or both. When both rural and urban 
estimates have been computed, input and output for both types 
of estimates are shown at the same time.


When a rural or urban scenario has been computed, the 
physical characteristics used as explanatory variables in the 
computation are displayed in the top text box and the com-
puted flow statistics and error indicators associated with the 
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Figure A-�. The main window of the National Streamflow Statistics Program showing the State selection scroll-
down list.


Figure A-4. The main window of the National Streamflow Statistics Program showing results of rural and urban 
peak-flow computations for an example site in Tennessee.
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estimates are displayed in the bottom text box. When both 
types of estimates (rural or urban) have been computed, both 
sets of estimates are displayed at the same time.


The Frequency Plot, Hydrograph, and Weight com-
mand buttons at the bottom of the main window work only for 
peak-flow scenarios. The Frequency Plot and Hydrograph 
buttons can be used to create the indicated types of graphs. 
The Weight button at the bottom of the main window can be 
used to obtain improved estimates for streamgaging stations 
and ungaged sites. The plotting and weighting functions are 
described in separate sections.


Menu Items


The File, Graph, and Help menus at the top left of the 
main window provide additional utilities to the user. The 
menus are accessed by clicking on their titles. The menu items 
that appear can be selected by clicking on them.


File Menu


The File menu has four options:  Open, Save As…, 
Report, and Exit. Selecting the Open, Save As…, and 
Report menu items causes a file dialogue form to appear that 
allows users to browse their PC, select, and name files. Click-
ing on the Open command button in the Open Status File win-
dow causes the selected file to be used. Clicking on the Save 
command button in the Save Status File or the Save Report 
window causes the selected file to be saved. Clicking on the 
Cancel command button in any of these windows causes no 
changes to be made.


The Open option allows users to open an NSS status  
file, which contains information on results of previous work 
(fig. A-5).


The Save As… option allows the user to save work in a 
new status file (fig. A-6).


The Report option is used to create reports that can be 
saved and printed (fig. A-7).


The Exit option lets the user exit the program.
Reports are saved as text files. An example report is 


shown in figure A-8 for an ungaged site in Tennessee for 
which both rural and urban estimates have been obtained.


The Exit option lets the user exit the program. The state 
of the system will be saved to the default status file name,  
current.NSS.


Graph Menu


The Graph menu allows users to create flood-frequency 
plots and flood hydrographs. These functions are duplicated 
by the Frequency Plot and Hydrograph command buttons 
at the bottom of the NSS main window. The functions are 
discussed in the Frequency Plots and Hydrographs sections.


Figure A-�. The Open Status File window of the National 
Streamflow Statistics Program.


Figure A-�. The Save Status File window of the National 
Streamflow Statistics Program.


Figure A-�. The Save Report File window of the National 
Streamflow Statistics Program.
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Help Menu


The Help menu contains three items:  Manual, Web 
Site, and About. The Manual item is used to bring up a 
window for accessing the NSS help file. The Web Site item 
provides access to the NSS Web site. The About item provides 
information about the NSS program.


Manual


The NSS help file contains all of the information in this 
report. The user can move through the help file by navigating 
the hierarchical structure (fig. A-9), by navigating the index of 
help topics (fig. A-�0), or by use of the search facility  
(fig. A-��).


To navigate the help file using the hierarchical structure, 
click on the Contents tab to bring it to the front in the left 
frame of the window. When this is done, the headings from 
this report will appear in the frame. Double-click on a heading 
to make the information for that heading appear in the right 
frame of the window.


To navigate the help file using the index of help topics, 
click on the Index tab to bring it to the front in the left frame 
of the window. When this is done, an alphabetical list of sub-
jects will be displayed in the frame. Double-click on any of the 
subjects to make the information for that subject appear in the 
right frame of the window.


To navigate the Help file using the search facility, click 
on the Search tab to bring it to the front in the left frame of 
the window. When this is done, a text box will appear in which 
the user can type in the keyword to be used for searching. 
After the keyword is typed in, the user should click on the List 
Topics command button directly below the text box. This will 
cause a list of topics to appear in the frame below the button. 
Double-click on a topic to make information for the topic 
appear in the right frame of the window. The keywords will be 
highlighted in blue in the right frame.


Web Site


Clicking on the Web Site item allows users to access the 
NSS Web site, which contains a brief description of NSS, links 
for downloading the software and database, and links to the 
documentation, including documentation for the individual 
states. An Internet connection must be available to connect to 
the Web site. Users should access the Web site often to check 
whether an updated version of the database is available for 
downloading.


About


Clicking on the About item causes a small window to 
open that displays the version information for the program 
(fig. A-��). Clicking the System info… command button 
causes the Microsoft System Information window to appear. 
This window allows users to obtain information on the avail-


ability and configuration of hardware and software installed on 
their PCs. Clicking on OK closes the window.


Edit Scenario Window


When a rural or urban New button is pressed in the NSS 
main window, the Edit Scenario window opens (fig. A-�3). 
A name for the scenario can be specified in the Scenario text 
box. If a name is not specified, NSS will name the scenario 
“Rural X,” where X is one more than the previous number of 
rural scenarios that have been created.


Available regions are listed in the Regions box on the 
left side of the window. When a region is selected by clicking 
on a region name or number in the Regions box, the variables 
for that region appear in the table to the right. Note that the 
variables in the Edit Scenario window will vary depending on 
the state and region selected.


Values for each variable are entered in the data entry 
boxes to the right of the variable names. Values that are not yet 
entered or are outside the recommended range for a variable 
are highlighted in yellow. When values within the recom-
mended range are entered, the yellow highlighting is removed. 
The recommended range for the current variable is displayed 
beneath the table of values.


Figure A-�. Example report file output.
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Figure A-�. The National Streamflow Statistics Program Users’ Manual window showing navigation by 
hierarchical structure.


Figure A-10. The National Streamflow Statistics Program Users’ Manual window showing navigation by use of the 
index of help topics.
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Figure A-11. The National Streamflow Statistics Program Users’ Manual window showing navigation by 
use of the search facility.


Figure A-1�. The National 
Streamflow Statistics Program 
About NSS window.


Figure A-1�. The National 
Streamflow Statistics Program 
Edit Scenario window showing the 
variables that need to be entered 
to solve the equation for the 
selected Region �.
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drop-down list near the bottom of the window. Users can view 
the map showing the Crippen and Bue regions (fig. 3 in the 
main body of the report) by clicking on the Map button.


When a set of urban estimates is being computed  
(fig. A-�5), only one regional or national set of equations can 
be selected. Some urban equations depend on the results of 
rural calculations. These equations will only be available if a 
rural estimate was computed before the urban New button is 
pressed.


When all of the selections and data entry are complete, 
click the Ok button to calculate the new estimates and display 
the results on the main window. Click the Cancel button at any 
time to close the compute window without calculating a new 
estimate.


For rural computations, it is possible to select more than 
one region for cases where the drainage area for the site of 
interest spans regional boundaries (fig. A-�4). Recommended 
value ranges for the same variable are commonly different for 
different regions, so it is important to continually reference 
the suggested values if more than one region is selected. The 
drainage area associated with each individual region is entered 
in the drainage area box for each region, whereas the other 
variables entered in the boxes should reflect the entire drain-
age area encompassed by all regions. The basin total drainage 
area is shown above the data entry table in a box that is not 
editable.


Probable maximum flood estimates determined by the 
Crippen and Bue (�977) method can be obtained for the cur-
rent scenario by selecting one of the �7 flood regions from the 


Figure A-14. The National Streamflow Statistics Program Edit Scenario window showing the variables that need 
to be entered to solve the equations for a site with drainage area in both selected Regions � and �.


Figure A-1�. The National Streamflow Statistics Program Edit Scenario window showing the variables that need 
to be entered to solve the national urban equations.
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Frequency Window


The Frequency window (fig. A-�6) is used to create 
graphs showing the relation between flood-peak discharge and 
recurrence interval. The window opens when the Frequency 
Plot command button is clicked or the Frequency item is 
selected from the Graph menu in the main window (fig A-4). 
The Frequency window allows creation of peak-flow fre-
quency plots for any scenarios that have been created. Select 
the scenarios to include on the graph by clicking in the boxes 
that appear to the left of the scenario names, then press the 
Plot button to create a frequency plot (fig. A-�7).


The Frequency Plot window (fig. A-�7) contains File, 
Edit, and View pull-down menus. The File menu contains 


Print, Save, Open Specification, and Close items. The Print 
item allows users to send the plot to a printer. The Save item 
allows users to save the plot as a Windows bitmap (.bmp) 
file and to save selected specifications for the current graph, 
such as curve and axis properties, and legend locations, in a 
Windows metafile (.grf) file. Saving the specifications allows 
users to create a series of graphs with the same specifications. 
The Open Specification item allows users to select a saved 
specifications file for use in the plots. The Close item clears 
the plot from the desktop.


The Edit menu contains the Axes, Titles, Curves, Lines, 
General, Font, and Copy to Clipboard items. Clicking on 
any of the first five items causes the Graph Edit window  
(fig. A-�8) to open, with the selected item tab shown in the 


Figure A-1�. The National Streamflow Statistics Program Frequency window with a rural and 
an urban scenario selected for plotting.


Figure A-1�. The National Streamflow Statistics Program Frequency Plot window showing 
rural and urban frequency plots for a sample site.
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Figure A-1�. The National Streamflow Statistics Program Graph Edit window showing the Axes 
tab on top.


front. The Axes tab allows specifying arithmetic or loga-
rithmic scales, minimum and maximum axis values, and for 
arithmetic scales the number of ticks. The Titles tab allows 
specifying the plot title and the axes titles. The Curves tab 
allows specifying the placement of the scale (left, right, auxil-
iary, bottom), the curve thickness, the point markers, the curve 
colors, and the name for the curve that appears in the legend. 
The Lines tab is not used. The General tab allows specifying 
the legend location and entry and placement of any additional 
text desired by the user. Clicking the Apply command button 
at the bottom of the Graph Edit window applies any selected 
changes to the plot. Clicking the Ok command button closes 
the window with any applied changes saved. Clicking the 
Cancel command button closes the window without saving  
the changes. The Font menu item opens the Font window  
(fig. A-�9), which allows changes to the font type, style, and 
size of the text that appears in the plot. The Copy to Clip-
board menu item copies the plot to the Windows clipboard, 
from which the plot can be pasted into other Windows  
applications.


The View menu appears in gray rather than black letters 
in the Frequency Plot window. This menu normally is used 
to list data shown in a plot, but it has been disabled in NSS 
because its listing features are duplicated elsewhere in the 
program.


Hydrograph Window


The Hydrograph window (fig. A-�0) is used to create 
graphs showing how discharge changes over time during 
an average flood of specified recurrence interval and basin 
lagtime for the user-selected hydrologic region. The Hydro-
graph window opens when the Hydrograph command button 
is clicked or when the Hydrograph item is selected from the 
Graph menu in the main window (fig. A-4). The Hydrograph 
window allows creation of hydrographs for any scenarios that 
have been created. A recurrence interval must be selected 
from the scroll-down list near the top left of the window. The 
scenarios to include on the graph are selected by clicking in 
the boxes that appear to the left of the scenario names. If the 
national urban equations have been used to create an urban 
scenario, basin lagtime can be computed by NSS if the basin 
length is known. Click on the check box at the top left of the 
Hydrograph window and enter the basin length in the box at 
the top right of the window to automatically calculate lagtime 
for the urban estimates. If the national urban equations were 
not used for the scenarios, lagtimes determined by the user 
must be entered for each scenario in the boxes to the right of 
the scenario names. Appendix B provides a summary of avail-
able equations for manually estimating basin lagtime.
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After the scenarios have been selected and the lagtimes 
have been entered, clicking on the Plot command button 
will cause the hydrographs to appear in the Hydrograph Plot 
window (fig. A-��). Clicking on the List command button 
will cause the Hydrograph List window to appear (fig. A-��). 
Clicking on the Close command button will cause the window 
to disappear. The Hydrograph Plot window has File, Edit, and 
View pull-down menus with exactly the same functions as 
those for the pull-down menus in the Frequency Plot window.


Weight Window


The Weight window allows users to produce improved 
flood-frequency estimates for rural streamgaging stations 
and ungaged sites. Users must compute rural estimates for 


a streamgaging station and have the appropriate scenario 
selected in the NSS main window before weighted estimates 
can be obtained for the station. For an ungaged site, users must 
first compute weighted estimates for an upstream or down-
stream streamgaging station to be used in the weighting, and 
then they must compute rural estimates for the ungaged site 
before weighted estimates can be obtained for the ungaged 
site. After the required rural scenarios have been computed, 
clicking the Weight command button at the bottom of the 
main NSS window will cause the Weight window to open  
(fig. A-�3).


Upon opening the form, the button to Weight for gaged 
site using observed data is selected by default. A text box 
near the top of the form is used for entering the Years of 
observed data, which is used by NSS as the weight for the 
observed flow estimates. The equivalent years of record, which 


Figure A-1�. The National Streamflow Statistics Program Font window.


Figure A-�0. The National Streamflow Statistics Program Hydrograph window with a 
recurrence interval of �0 years and rural and urban scenarios selected for plotting.
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are stored in the database, are used by NSS as the weights for 
the regression equation estimates. The user must manually 
enter the Observed Flow for each recurrence interval. As the 
Observed Flow values are entered, the Weighted Flow values 
shown in the right-hand column of the form change automati-
cally from being the same as the Estimated Flow values to val-
ues somewhere between the observed and estimated flows. If 
the equivalent years of record are not available for the regres-
sion estimates, the weighted estimates will equal the observed 
estimates. Click on the Apply command button to save the 
weighted estimates as a scenario. This scenario will have the 
same name as the original scenario, except that weighted, 
in parentheses, will be appended to the name (i.e. “Rural � 
(weighted)”). Click on the Cancel button to return to the main 
form without creating a new scenario.


To obtain weighted estimates for an ungaged site, click 
on the Weight command button in the main NSS window,  
then click on the radio button in the top right of the form 
to Weight for ungaged site using weighted gaged values 
(fig. A-�4). Choose the scenario containing the weighted 
gaged values from the Select scenario containing weighted 
gaged values drop-down list beneath the radio button. The 
regression-based estimates for the ungaged site, the weighted 
estimates for the streamgaging station, and the weighted 
estimates for the ungaged site will automatically appear on 
the form. Click on the Apply button to save the weighted 
estimates for the ungaged site as a scenario. This scenario 
will have the same name as the original scenario, except that 
weighted, in parentheses, will be appended to the name  
(i.e. “Rural � (weighted)”). Click on the Cancel button to 
return to the main form without creating a new scenario.


Figure A-�1. The National Streamflow 
Statistics Program Hydrograph Plot 
window showing rural and urban 
hydrograph plots for a sample site, with 
a lagtime set a 5 hours for the rural 
hydrograph and at 4 hours for the urban 
hydrograph.


Figure A-��. The National Streamflow 
Statistics Program Hydrograph List 
window showing rural and urban 
hydrograph lists for a sample site.
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Figure A-��. The National Streamflow Statistics Program Weight window 
showing weighting for a streamgaging station.


Figure A-�4. The National Streamflow Statistics Program Weight window 
showing weighting for an ungaged site.
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Appendix B.  Summary of Equations for Estimating 
Basin Lagtime.
[LT, basin lagtime, in hours]


State/Area/Region Equation
Standard error,  


in percent


Alabama


North of Fall Line LT = �.66A.46 S-.08 3�


South of Fall Line LT = 5.06A.50 S-.�0 3�


Statewide, urban LT = �.85A.�95 S-.�83 IA-.��� 3�


Arkansas


Rural LT = �56A.90 (P-30).6� Q�00-.65 Qp
-.�6 S-.�5 33


Memphis, urban LT = �.05A.35 C-.87 IA-.�� �4


Georgia


North of Fall Line LT = 4.64A.49 S-.�� 3�


South of Fall Line LT = �3.6A.43 S-.�3� �5


Atlanta, urban LT = �6�A.�� S-.66 IA-.67 �9


Regions �, �, and 3, urban LT = 7.86A.35 TIA-.�� S-.3� 30


Region 3, urban LT = 6.�0A.35 TIA-.�� S-.3� 30


Missouri, rural


Equation � LT = �.79L.39 S-.�95 �6


Equation � LT = �.46A.�7 �6


Missouri, urban


Equation � LT = 0.87L.60 S-.30 (�3-BDF).45 �3


Equation � LT = 0.3�A.50 (�3-BDF).37 ��


Montana


Statewide, rural LT = 0.393A.58 40


Nationwide, urban


Equation � LT = 0.85L.67 S-.3� (�3-BDF).47 76


Equation � LT = 0.003L.7� (�3-BDF).34 (ST+�0)�.53 RI�-.44 IA-.�0 S-.�4 ��


New Mexico


Statewide, rural LT = 0.04L.606 Sh.�53 56


Ohio


Small, rural LT = �6.4S-.78 (F+�0).38 (ST+�).3� 35


Small, urban LT = �.�3(L/SL0.5).57 (�3-BDF).46 53


Oklahoma


Statewide, rural LT = 0.�06A.�39 S-.�80 RI�4�.54 40
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Appendix B.  Summary of Equations for Estimating 
Basin Lagtime.—Continued
[LT, basin lagtime, in hours]


State/Area/Region Equation
Standard error, 


in percent


South Carolina (average basin LT)


Blue Ridge LT = 3.7�A.�65 7


Piedmont LT = �.66A.460 �6


Inner Coastal Plain LT = 6.�0A.4�7 34


Lower Coastal Plain


Region � LT = 6.6�A.34� �6


Region � LT = �0.88A.34� �6


Statewide, urban LT = �0.�(L/S0.5).6�3 TIA-.9�9 RI��.��9 �4


South Carolina (Qp adjusted LT)


Blue Ridge LT = 7.��A.3�� Qp
-.��� --


Piedmont LT = 3.30A.6�4 Qp
-.��0 --


Inner Coastal Plain LT = 7.03A.375 Qp
-.0�0 --


Lower Coastal Plain


Region � LT = 6.95A.348 Qp
-.0�� --


Region � LT = ��.7A.348 Qp
-.0�� --


Tennessee


East LT = �.�6L.8�5 47


Central LT = 0.94L.868 39


Central, urban LT = �.64A.49 IA-.�6 �6


West LT = 0.707A.73 43


West, urban LT = �.65A.348 IA-.357 39


A = drainage area, in square miles.


S = main channel slope, in feet per mile.


L = main channel length, in miles.


Q
p 


= peak discharge, in cubic feet per second.


F = percent forest area.


ST = percent of surface storage in basin.


Sh = basin width per stream length, in feet per mile.


P = mean annual precipitation, in inches.


Q�00 = �00-year recurrence interval peak discharge, in cubic feet per second.


IA = percent of basin covered by impervious surfaces.


BDF = basin development factor.


RI� = �-year �-hour rainfall intensity.


RI�4 = �-year �4-hour rainfall.


TIA = total percentage of basin covered by impervious area.


C = channel condition (unpaved �, full paved �).


SL = main channnel slope, in feet per mile, determined as the difference in elevation between points �0 percent and 85 percent 
  along the stream from the site of interest to the basin boundary, divided by the distance between the points.
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CONVERSION FACTORS AND ABBREVIATIONS
Multiply By To obtain


Area


acre 4,047 square meter (m2)


square mile (mi2) 2.59 square kilometer (km2)


Distance


mile (mi) 1.609 kilometer (km)
Flow rate


cubic foot per second (ft3/s) 0.028 cubic meter per second (m3/s)


Mass per unit time


Pound per year (lb/yr) 0.454 kilogram per year (kg/yr)


Concentration of chemical constituents in water is given in milligrams per liter (mg/L). A mil-
ligram per liter is a unit expressing the concentration of chemical constituents in solution as 
weight (milligrams) of solute per unit volume (liter) of water.  


The map projections are in Universal Transverse Mercator of 1983 (UTM 83), zone 17.
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By Atiq U. Syed and Richard S. Jodoin


ABSTRACT
The Lake St. Clair Regional Monitoring Project partners 


planned a 3-year assessment study of the surface water in 
the Lake St. Clair drainage basins in Michigan. This study 
included water-quality monitoring and analysis, collection of 
discrete (grab) and automatic water-quality samples, moni-
toring of bacteria, and the creation of a database to store all 
relevant data collected from past and future field-data-collec-
tion programs.   


In cooperation with the Lake St. Clair Monitoring 
Project, the U.S. Geological Survey assessed nonpoint-source 
loads of nutrients and total suspended solids in the Black, 
Belle, and Pine River basins. The principal tool for the assess-
ment study was the USEPA’s PLOAD model, a simplified 
GIS-based numerical program that generates gross estimates 
of pollutant loads. In this study, annual loads were computed 
for each watershed using the USEPA’s Simple Method, which 
is based on scientific studies showing a correlation between 
different land-use types and loading rates. 


The two land-use data sets used in the study (representing 
1992 and 2001) show a maximum of 0.02-percent change in 
any of the 15 land use categories between the two timeframes. 
This small change in land use is reflected in the PLOAD 
results of the study area between the two time periods. 
PLOAD model results for the 2001 land-use data include total-
nitrogen loads from the Black, Belle, and Pine River basins of 
approximately 495,599 lb/yr, 156,561 lb/yr, and 121,212 lb/yr, 
respectively; total-phosphorus loads of 80,777 lb/yr,  
25,493 lb/yr, and 19,655 lb/yr, respectively; and total-sus-
pended-solids loads of 5,613,282 lb/yr, 1,831,045 lb/yr, and 
1,480,352 lb/yr, respectively. The subbasins in the Black, 
Belle, and Pine River basin with comparatively high loads are 


characterized by comparatively high percentages of industrial, 
commercial, transportation, or residential land use. 


The results from the PLOAD model provide useful infor-
mation about the approximate average annual loading rates 
from the three study basins. In particular, the results identify 
subbasins with comparatively high loading rates per square 
mile. This could aid water-resources managers and planners 
in evaluation of the effectiveness of public expenditures for 
water-quality improvements, assessment of progress towards 
achieving established water-quality goals, and planning of 
preventive actions. 


INTRODUCTION
The waterway formed by the St. Clair River, Lake St. 


Clair, and Detroit River connects Lake Huron with Lake Erie 
and is part of the international boundary between the United 
States and Canada (fig. 1). Within this waterway, the Detroit 
River is one of 14 rivers nationwide designated as a National 
Heritage River because of its historically strategic importance 
for navigation in the Great Lakes. The waterway provides 
a water supply for about 4 million people, critical habitat 
for maintaining biodiversity in the aquatic environment and 
supporting fisheries, and major recreational opportunities for 
southeastern Michigan and southern Ontario. Major streams 
that discharge to the waterway upstream from Belle Isle in 
Detroit River are the Black, Belle, Pine and Clinton Rivers 
in the United States, and Thames and Sydenham Rivers in 
Ontario, Canada. 


In an effort to clean up the most polluted areas in the 
Great Lakes, the Great Lakes Water Quality Board of the 
International Joint Commission has designated the St. Clair 
River an Area of Concern (AOC). The AOC designation 
commits state and provincial governments to developing and 
implementing Remedial Action Plans (RAPs) as part of their 
watershed planning efforts. In 2003, as part of the ongoing 
monitoring, assessment, and remediation efforts in this region, 
the Lake St. Clair Regional Monitoring Project partners 
(Macomb County Health Department, Oakland County Drain 
Commissioner, St. Clair County Health Department, Wayne 
County Department of the Environment, Macomb County 
Public Works Department, Environmental Consulting and 
Technology, Michigan Department of Environmental Qual-
ity, and U.S. Geological Survey) developed plans for a 3-year 
water-quality assessment and monitoring of the basins within 
the United States that drain to Lake St. Clair (fig. 1). The 
Lake St. Clair Regional Monitoring Project is a comprehen-
sive assessment of the hydrological, chemical, and physical 
state of the surface water of the study area. The plan includes 
water-quality monitoring, collection of discrete (grab) and 
automatic water-quality samples, and monitoring of bacteria. 
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The Regional Monitoring Project calls for the creation of a 
database to store all relevant data collected from the past and 
from future field-data-collection programs.   


In cooperation with the Lake St. Clair Regional Moni-
toring Project, the U.S. Geological Survey (USGS) assessed 
nonpoint-source loads of nutrients and total-suspended solids 
in the Black, Belle, and Pine River basins as part of the overall 
Regional Monitoring effort. This study builds on previous 
work that the USGS Michigan Water Science Center has done 
related to the hydrology and water quality in the St. Clair and 
Detroit Rivers. The principal tool for the assessment study was 
the USEPA’s PLOAD model, a simplified GIS based numeri-
cal program that generates gross estimates of pollutant loads 
(CH2M HILL, 2001). Using the USEPA’s Simple Method 
in the PLOAD model, annual loads were computed for each 
watershed, which has its basis on scientific studies showing 
a correlation between different land-use types and loading 
rates (Panuska and Lillie, 1995). The land-use/land-cover data 
(referred to hereafter as “land-use data”) used in the study 
represent conditions in 1992 and 2001. 


The land-use data show a maximum of 0.02-percent 
change in any of the 15 landuse categories between the two 
timeframes. For example, in the Black River basin, there was 
only a slight decrease in cropland and pasture and woody 
wetlands and a 0.01-percent increase in deciduous forest 
between 1992 and 2001. Similarly, in the Belle River basin, 
the land-use data show only a 0.01-percent reduction in 
deciduous forest and woody wetlands between 1992 and 2001. 
For the Pine River basin, data show approximately a 0.02-per-
cent increase in residential and commercial land use, and the 
same extent of reduction in deciduous forest, mixed forest, and 
woody wetlands between 1992 and 2001. This small change 
in land use is reflected in the PLOAD results in the study area 
between the two time periods. Because the difference in load 
rates is so slight between the two time periods, only the model 
results for the current (2001) land-use data set are discussed in 
detail in this report.


Purpose and Scope


This report describes (1) the methods and procedures 
used for the computation of nonpoint-sources of total-nitro-
gen, total-phosphorus and total-suspended-solids loads in the 
Black, Belle, and Pine River basins; (2) total loads from the 
three study basins with comparison of subbasin loads based 
on the 2001 land-use data; and (3) identification of subbasins 
with comparatively high loading rates. 


Because the PLOAD model broadly addresses pollutant 
loads by land-use categories and subbasins, it cannot be used 
to investigate individual nonpoint sources or specific pollut-
ant fate and transport processes. However, some supporting 
information is presented herein to provide perspective on the 
interpretation of computed nutrient loads in relation to the 
basin characteristics.


Study Basins


Site selection for this study was based on data availabil-
ity, land-use characteristics, and site priority for the Lake St. 
Clair Regional Monitoring Project. On the basis of these crite-
ria, the Black, Belle, and Pine River basins, which are within 
the Lake St. Clair drainage basin, were chosen for estimation 
of nonpoint-source loads. These three study basins discharge 
into the St. Clair River (fig. 1), which flows southward about 
40 mi and connects the southern tip of Lake Huron to Lake 
St. Clair. The river is part of the boundary between the United 
States and Canada. A brief description of each basin studied is 
given below. 


Black River Basin


The Black River flows southeastward in Michigan’s east-
ern Lower Peninsula, draining approximately 710 mi2 into the 
St. Clair River (fig. 2). The Black River drains parts of Huron, 
Lapeer, Sanilac, and St. Clair Counties. The basin was divided 
into 34 subbasins for use in the PLOAD model. Agriculture is 
the predominant land use, with approximately 78 percent of 
the land covered by cropland and pasture; however, intensive 
development has occurred in the last 20 years in and near the 
city of Port Huron. The 1992 and 2001 land-use data do not 
show much change in most of the land-use categories except 
for a slight decrease in cropland and pasture and woody wet-
lands and an increase in deciduous forest (table 1).


Belle River Basin


The Belle River drains an area of approximately  
227 mi2. This basin was divided into 12 subbasins for use in 
the PLOAD model (fig. 3). This basin drains parts of Lapeer, 
Macomb, Oakland, and St. Clair Counties. The main branch 
of the Belle River rises from marshy areas in Lapeer, St. Clair, 
and Oakland Counties. Before its final discharge into St. Clair 
River at Marine City, the Belle flows parallel to the St. Clair 
River for about half a mile. Agriculture is the predominant 
land use in this basin, with approximately 70 percent of the 
land covered by cropland and pasture. About 19 percent of 
the basin is in deciduous forest and about 6 percent in woody 
wetlands. The land-use data show a 0.01-percent reduction in 
deciduous forest and woody wetlands between 1992 and 2001 
(table 2). 


Pine River Basin


The Pine River basin is the smallest of the three study 
basins and drains an area of approximately 195 mi2 in St. Clair 
County (fig. 4). This basin was divided into six subbasins for 
use in the PLOAD model. The predominant land uses/land 
covers within the Pine River basin are (1) cropland and pasture 
and (2) deciduous forest, constituting about 60 percent and  
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Figure 1. Location of St. Clair and Detroit River and study basins in Michigan.







�  Estimation of Nonpoint-Source Loads of Total Nitrogen, Total Phosphorous, and Total Suspended Solids 
in the Black, Belle, and Pine River Basins, Michigan, by Use of the PLOAD Model


Figure �. Black River basin.







Table 1. Land-use/land-cover percentages and areas in the Black River basin (Appendix 3, table 3-1; Michigan Center for Geographic 
Information, 2002; Michigan Department of Natural Resources, 2001).
[LUCODE, land-use code; mi2, square miles]


                 1992 data set               2001 data set


Percentage of total Percentage of total land 
land cover Area (mi2) cover Area (mi2)


11 Residential 1.44 10.24 1.44 10.22
12 Commercial/industrial/transportation 0.36 2.55 0.36 2.53
21 Cropland and pasture 78.77 559.54 78.77 559.20
22 Other agricultural land 0.00 0.00 0.00 0.00
23 Orchards/vineyards/other 0.00 0.00 0.00 0.00
24 Urban/recreational grasses 0.12 0.89 0.12 0.89
25 Shrub/low-density trees 0.00 0.00 0.00 0.00
31 Herbaceous open land/grasslands 0.00 0.00 0.00 0.00
41 Deciduous forest 11.19 79.51 11.20 79.52
42 Coniferous forest 1.04 7.40 1.04 7.40
43 Mixed forest 0.17 1.18 0.17 1.18
50 Water 0.46 3.26 0.46 3.25
61 Woody  wetlands 6.23 44.22 6.23 44.20
62 Emergent herbaceous wetlands 0.15 1.08 0.15 1.08
75 Bare/sparsely vegetated 0.07 0.47 0.07 0.47


1992 data set   2001 data set


   Percentage of total Percentage of total 
LUCODE   Definition land cover Area (mi2) land cover Area (mi2)


11 Residential 1.38 3.13 1.38 3.13
12 Commercial/industrial/transportation 0.66 1.49 0.66 1.49
21 Cropland and pasture 70.89 161.06 70.90 161.00
22 Other agricultural land 0.00 0.00 0.00 0.00
23 Orchards/vineyards/other 0.00 0.00 0.00 0.00
24 Urban/recreational grasses 0.28 0.63 0.28 0.63
25 Shrub/low-density trees 0.00 0.00 0.00 0.00
31 Herbaceous open land/grasslands 0.00 0.00 0.00 0.00
41 Deciduous forest 18.60 42.27 18.59 42.21
42 Coniferous forest 0.92 2.10 0.92 2.10
43 Mixed forest 0.18 0.40 0.18 0.40
50 Water 0.81 1.84 0.81 1.84
61 Woody  wetlands 5.90 13.41 5.90 13.39
62 Emergent herbaceous wetlands 0.24 0.53 0.24 0.53
75 Bare/sparsely vegetated 0.15 0.34 0.15 0.34


Table 2. Land-use/land-cover percentages and areas in the Belle River basin (Appendix 3, table 3-1; Michigan Center for Geographic 
Information, 2002; Michigan Department of Natural Resources, 2001).
[LUCODE, land-use code; mi2, square miles]
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Figure �. Belle River basin.
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Figure �.  Pine River basin.
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27 percent of the total land cover, respectively. The eastern 
part of the basin is mostly wooded wetlands, with a small 
section of low-intensity urban area in the southeast. The Pine 
River basin had approximately a 0.02-percent increase in resi-
dential and commercial land use and the same extent of reduc-
tion in deciduous forest, mixed forest, and woody wetlands 
between 1992 and 2001 (table 3). 


Table 3. Land-use/land-cover percentages and areas in the Pine River basin (Appendix 3, table 3-1; Michigan Center for Geographic 
Information, 2002; Michigan Department of Natural Resources, 2001).
[LUCODE, land-use code; mi2, square miles]  


LUCODE   Definition


1992 data set 2001 data set


Percentage of total 
land cover Area (mi2)


Percentage of 
total land cover Area (mi2)


11 Residential 0.99 1.94 1.01 1.96
12 Commercial/industrial/transportation 0.69 1.35 0.70 1.36
21 Cropland and pasture 59.57 115.93 59.54 115.84
22 Other agricultural land 0.00 0.00 0.00 0.00
23 Orchards/vineyards/other 0.00 0.00 0.00 0.00
24 Urban/recreational grasses 0.36 0.70 0.36 0.70
25 Shrub/low-density trees 0.00 0.00 0.00 0.00
31 Herbaceous open land/grasslands 0.00 0.00 0.00 0.00
41 Deciduous forest 26.88 52.31 26.89 52.31
42 Coniferous forest 1.45 2.82 1.45 2.82
43 Mixed forest 0.33 0.64 0.33 0.65
50 Water 0.50 0.97 0.50 0.97
61 Woody  wetlands 9.00 17.51 9.00 17.52
62 Emergent herbaceous wetlands 0.02 0.05 0.02 0.05
75 Bare/sparsely vegetated 0.20 0.39 0.20 0.39


METHODS FOR ESTIMATION OF 
NONPOINT-SOURCE NUTRIENT AND 
TOTAL-SUSPENDED-SOLIDS LOADS 


The PLOAD model used for computation of nonpoint-
source nutrient loads in this study is a GIS model that gener-
ates estimates of pollutant loads on an average annual basis 
for any user-specified constituent (CH2M HILL, 2001). 
PLOAD was designed to be generic so that it can be applied 
as a screening tool in a wide range of applications including 
NPDES stormwater permitting, watershed management, or 
reservoir-protection projects (CH2M HILL, 2001). 


A brief description of the input data used to compute 
nutrient and total-suspended-solid loads in the Black, Belle, 
and Pine River basins is given in the sections that follows.


Basin Boundaries and Land-Use Data


Basin boundaries and land-use data are required input in 
the PLOAD model. The basin boundaries define the areas for 
which the pollutant loads are computed. The basin boundaries 
must have a code field containing unique identifiers for each 
basin. The code field for the subbasins within the Black, Belle, 
and Pine River basins were given unique numbers called Shed 
ID’s (Appendix 1, tables 1-1, 1-2, and 1-3). 


Besides basin boundaries, PLOAD requires a land-use 
file for computing pollutant loads. The land-use coverages also 
have a code field identifying the land-use types. The code field 
for the land-use coverages within the Black, Belle, and Pine 
River basins consisted of unique numbers called LUCODE 
(table 3). A total of 15 LUCODES were used for each study 
basin. Before computing the pollutant loads, PLOAD spatially 
overlaid the basin and land-use coverages in order to deter-
mine the areas of various land-use types for each basin or for 
each subbasin within a basin. 


Load Computation Methods


Pollutant loading rates and an impervious-terrain factor 
must be compiled in tabular files for use in the PLOAD appli-
cation. The pollutant-loading table consists of the event mean 
concentrations (EMC) and the export coefficients. Loads are 
estimated by use of USEPA’s Simple Method, which requires 







the EMC values as an input pollutant-loading rate. The imper-
vious-terrain factor table identifies the percentage of impervi-
ousness for each land-use type (table 4). A brief description of 
the Simple Method and the determination of EMC values are 
given below.


Table 4. Percent imperviousness associated with land-use 
code (adapted from CH2M HILL, 2001).


    Percent 
LUCODE Definition   impervious


11 Residential 25


12 Commercial/industrial/transportation 80


21 Cropland and pasture 2


22 Other agricultural land 2


23 Orchards/vineyards/other 25


24 Urban/recreational grasses 2


25 Shrub/low-density trees 2


31 Herbaceous open land/grasslands 2


41 Deciduous forest 2


42 Coniferous forest 2


43 Mixed forest 2


50 Water 100


61 Woody wetlands 2


62 Emergent herbaceous wetlands 2


75 Bare/sparsely vegetated 50


Simple Method


The Simple Method is used for the calculations of 
pollutant loads in the PLOAD model. The Simple Method 
is based on two equations to calculate the loads for each 
specific pollutant type. First, the runoff coefficient for 
each land-use type must be derived with the equation


  R  vu = 0.05 + (0.009 * Iu )           (1)


 
Where Rvu is the runoff coefficient for land-use type u, in 


inches of runoff per inch of rainfall and 


Iu  is percent imperviousness.
Percent imperviousness is extracted from the impervious-


terrain factor table (table 4).
The pollutant loads are then calculated with the following 


equation (CH2M HILL, 2001):


L  = ∑u(P *P *  R          (2)p j vu *Cu * Au * 2.72 /12)


Where L  is pollutant loads, in pounds,p


P  is the precipitation, in inches per year,


P  is ratio of storms producing runoff, j


        is runofR f coefficient for land-use type u, 
vu


C  is Event Mean Concentration for land-use type u, in u
 milligrams per liter, and


Au  is area of land-use type u, in acres. 


  


Review and Determination of Event Mean 
Concentrations


Generally a water-quality model requires an input of 
pollutant loading rates, which in our study would be the event 
mean concentrations (EMCs). EMCs represent the concentra-
tions of a specific pollutant contained in stormwater runoff 
coming from a particular land-use type within a basin; they are 
reported as mass of the pollutant per unit volume of water. The 
data necessary for computing site-specific EMCs were not col-
lected during the Lake St. Clair Monitoring Project; therefore, 
EMCs for this study were chosen after careful evaluation of 
published-literature, EMCs from national studies (Smullen and 
others, 1999; Brezonik and Stadelmann, 2001; Line and oth-
ers, 2002) and local EMCs from the Muskegon Project, which 
estimated EMCs from the Rouge River Project (Muskegon 
River Project, 2005). The EMCs used in the PLOAD model 
are listed in table 5. 


Computation of Runoff by Alternate Method


Runoff (P * Pj * Rvu) is a required input variable for the 
Simple Method in the PLOAD model. While the model has a 
built in equation (Equation 1), it was decided for this study, to 
compute a more accurate ratio for the study area by the use of 
the Soil Conservation Service’s method described as follows 
(McCuen, 1982). The SCS method assumes the following 
rainfall-runoff relation given in the equations below:


F Q
=


S P − I a      (4)


The volume of runoff (Q) depends on the volume of 
precipitation (P) and the volume of storage (S) that is avail-
able for retention. The actual retention (F) is the difference 
between the volume of precipitation and runoff. A certain vol-
ume of the precipitation at the beginning of the storm, which 
is called initial abstraction (Ia), will not appear as runoff. The 
actual retention, when the initial abstraction is considered, is


F = (P − I a ) −Q
     (5)


Substituting equation 5 into equation 4 yields the follow-
ing:


Methods for Estimation of Nonpoint-Source Nutrient and Total-Suspended Solids Loads   �
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(P − I a ) −Q Q
=


S P − I a     (6)


Rearranging 6 to solve for Q yields


(P − I
Q a )2


=
(P − I a ) + S


     (7)


The initial abstraction is a function of land use, treatment, 
and condition; interception; infiltration; depression storage; and 
antecedent soil moisture. An empirical analysis was done for 
the development of SCS rainfall-runoff relation, and the follow-
ing formula was found to be best for estimating Ia


I a = 0.2S
     (8)


Equation 8 implies that the factors affecting Ia would also 
affect S. Substituting equation 8 into equation 7 yields


(P − 0.2S)2


Q =
P + 0.8S      (9)


Empirical studies (McCuen, 1982) indicate that S can be 
estimated 


 1000S = −10
   CN     (10)
where CN is known as the curve number and is based on 


the classification of more than 4,000 soils into four hydrologic 
soils group (HSG) according to their minimum infiltration rate 
obtained for bare soil after prolonged wetting (U.S. Soil Conserva-
tion Service, 1985). The Natural Resources Conservation Service 
(NRSC) STATSGO soil coverage was used to derive an average 
CN for each study basin (Natural Resources Conservation Service, 
2004).  This land-use average CN was used with land-use percent-
ages and average annual precipitation to derive an annual run-off 
for each subbasin. Equation 9 was solved by use of MathCAD to 
determine runoff in inches, from the Black, Belle, and Pine River 
basins, using average annual precipitation (University of Utah, 
Department of Meteorology, 2005) for the study area and weighted 
curve-number values based on the percent land-use data. The 
computed runoff values were compared to the average rainfall to 
determine a rainfall to runoff ratio for each study basin, which was 
then used as an input into the PLOAD model.


Table 5. Event mean concentrations used in the PLOAD model to compute nutrient and total-suspended-solids 
loading rates in the Black, Belle, and Pine River basins.


LUCODE   Definition


             Event Mean Concentrations, in milligrams per liter


Total N Total P Total-suspended-solids
11 Residential 2.25   0.5 25
12 Commercial/industrial/transportation 1.92  .34 35
21 Cropland and pasture 2.5    .4 27
22 Other agricultural land 2.31  .39 25
23 Orchards/vineyards/other 1.92  .37 17
24 Urban/recreational grasses 1.95  .37 20
25 Shrub/low-density trees   .94  .15 22
31 Herbaceous open land/grasslands   .94  .15 19
41 Deciduous forest   .94  .15 16
42 Coniferous forest   .94  .15 14
43 Mixed forest   .94  .15 15
50 Water   .65  .08   3
61 Woody  wetlands   .75  .11   8
62 Emergent herbaceous wetlands   .75  .11   8
75 Bare/sparsely vegetated   .65  .08 30


ESTIMATED LOADS IN THE BLACK, BELLE, AND 
PINE RIVER BASINS


PLOAD results in the Black, Belle, and Pine River basins 
are based on the 2001 land-use data. The model generates an 







output in the form of total load (pounds per year) and amount 
associated with runoff (milligrams per liter) for total nitrogen, 
total phosphorus, and total-suspended solids. These results 
do not represent the receiving-water concentrations, because 
the PLOAD model does not take into account the dynamic 
processes within the water bodies; instead, the model is based 
on an empirical relation between the EMCs, land-use cover-
age, and mean annual precipitation. Thus, the results produced 
are average annual load estimates. Description of the PLOAD 
results for each study basin is given below.


Black River Basin


The 34 subbasins in the Black River basin range from 
11.3 mi2 to 31.2 mi2 in area. Loading rates based on 2001 
land-use scenario for total nitrogen, total phosphorus, and 
total-suspended solids average 14,576 lb/yr, 2,376 lb/yr, and 
165,097 lb/yr, respectively, at the subbasin level (figs. 5, 6, and 
7). These loading rates translate into average concentrations of 
2.09 mg/L, 0.34 mg/L, and 22.44 mg/L, respectively (Appen-
dix 1, table 1-1). The total-nitrogen, total-phosphorus, and 
total-suspended-solids loads from the entire Black River basin 
for the 2001 land-use data are approximately 495,599 lb/yr, 
80,777 lb/yr, and 5,613,282 lb/yr, respectively.


Subbasins in the Black River basin with comparatively 
high total-nitrogen, total-phosphorus, and total-suspended-sol-
ids loading rates include subbasins 6 4, 6 17, and 6 34 (figs. 8, 
9, and 10). 


Belle River Basin


The 12 subbasins in the Belle River range from 7.6 mi2 
to 23.1 mi2 in area. Loading rates based on the 2001 land-use 
scenario for total nitrogen, total phosphorus, and total-sus-
pended solids average 13,047 lb/yr, 2,124 lb/yr, and  
152,587 lb/yr, respectively at the subbasin level (figs. 11, 12, 
and 13). These loading rates translate into average concentra-
tions of 1.91 mg/L, 0.31 mg/L, and 22.43 mg/L, respectively 
(Appendix 1, table 1-2). The total-nitrogen, total-phosphorus, 
and total-suspended-solids load from the entire Belle River 
basin for the 2001 land-use data are approximately  
156,561 lb/yr, 25,491 lb/yr, and 1,831,045 lb/yr, respectively.


The subbasins in the Belle River basin with compara-
tively high total-nitrogen, total-phosphorus, and total-sus-
pended-solids loading rates include subbasins 3 8, 3 52, and  
3 53 (figs. 14, 15, and 16).


Pine River Basin


The six subbasins in the Pine River basin range from 
23.7 mi2 to 53.4 mi2 in area. Loading rates based on the 2001 
land-use scenario for total nitrogen, total phosphorus, and 
total suspended solids average 20,202 lb/yr, 3,276 lb/yr, and 
246,725 lb/yr, respectively, at the basin level (figs. 17, 18, 


and 19). These loading rates translate into average concentra-
tions of 1.84 mg/L, 0.30 mg/L, and 22.15 mg/L, respectively 
(Appendix 1, table 1-3). The total-nitrogen, total-phosphorus, 
and total-suspended-solids loads from the entire Pine River 
basin for the 2001 land-use data are approximately  
121,212 lb/yr, 19,655 lb/yr, and 1,480,352 lb/yr, respectively.


The subbasin in the Pine River basin with comparatively 
high total-nitrogen, total-phosphorus, and total-suspended-
solids loading rates include the subbasin 2 74 (figs. 20, 21, and 
22.)


RESULTS
The PLOAD model was designed to be a screening 


tool to estimate average annual nonpoint-source nutrient and 
total-suspended-solid loads based on available GIS land-use 
coverage. Figures 8-22 show the range of loads for total nitro-
gen, total phosphorus, and total-suspended solids in the Black, 
Belle, and Pine River subbasins. 


Results from the PLOAD model can be very helpful in 
predicting average nutrient loads delivered to the St. Clair 
River from the Black, Belle, and Pine River basins. Based 
on 2001 land-use data, total-nitrogen loads from the Black, 
Belle, and Pine River basins are approximately 495,599 lb/yr, 
156,561 lb/yr, and 121,212 lb/yr, respectively; the total-phos-
phorus loads are 80,777 lb/yr, 25,493 lb/yr, and  
19,655 lb/yr, respectively; and  the total-suspended-solids 
loads are 5,613,282 lb/yr, 1,831,045 lb/yr, and 1,480.352 lb/yr, 
respectively. However, figures 8-22 are not as helpful in pin-
pointing sources of those loads within the subbasins. There-
fore, subbasin loads have been normalized to lb/yr/square mile 
in figures 23-31 to assist watershed managers in potential-
source determinations.


Subbasins in the Black River basin with comparatively 
high total-nitrogen, total phosphorus, and total-suspended-sol-
ids loading rates per square mile include subbasins 6 34 near 
Port Huron, 6 4 near Sandusky, 6 6 near Brown City, and 6 17 
near Croswell, (figs. 23, 24, and 25). Based on 2001 land-use 
data, the largest loading rates per square mile of total-nitrogen 
(1,298 lb/yr/mi2), total-phosphorus (245 lb/yr/mi2), and total-
suspended-solids (17,139 lb/yr/mi2) came from subbasin 6 34 
which includes the city of Port Huron.


Subbasins in the Belle River basin with comparatively 
high total-nitrogen, total phosphorus, and total-suspended-sol-
ids loading rates per square mile include subbasins 3 2 and 3 3 
near Imlay City, 3 4 near Capac, 3 9 near Marine City, and 3 7 
near Richmond (figs. 26, 27, and 28). Based on 2001 land-use 
data, the largest loading rates per square mile of total-nitrogen 
(1,067 lb/yr/mi2), total-phosphorus (186 lb/yr/mi2), and total-
suspended-solids (13,669 lb/yr/mi2) came from subbasin 3 3 
which includes the city of Imlay City.


Subbasins in the Pine River basin with comparatively 
high total-nitrogen, total phosphorus, and total-suspended-sol-
ids loading rates per square mile include subbasins 2 76 near 
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the city of St. Clair and 2 72 near Emmett (figs. 29, 30, and 
31). Based on 2001 land-use data, the largest loading rates per 
square mile of total-nitrogen (699 lb/yr/mi2) came from sub-
basin 2 72 which includes the city of Emmett; and the largest 
loading rates per square mile of total-phosphorus  
(116 lb/yr/mi2), and total-suspended-solids (9,202 lb/yr/mi2) 
came from subbasin 2 76 which includes the city of St. Clair.


From the above findings, it should be apparent that the 
largest predicted loading rates come from subbasins that con-
tain comparatively high percentages of industrial, commercial, 
transportation, or residential land use. This is a direct result 
of the weighting factors assigned to land-use codes. Although 
residential, commercial/industrial/ transportation, and agricul-
tural lands contribute similar event mean concentrations (see 
table 5), the weighting for impervious-terrain runoff (table 
4) or the curve number runoff factor (used in the “runoff by 
alternate method” section) are significantly larger than they are 
for agricultural lands. This means that the PLOAD model will 
consistently predict larger loads from basins that contain urban 
centers verses basins without urban centers. It should be noted 
that if sufficient nutrient samples could be collected at stream 
outflow points for all subbasins, then the gross estimated sub-
basin loads, generated by the PLOAD model, could be verified 
or refuted.


SUMMARY AND CONCLUSIONS
The Lake St. Clair Regional Monitoring Project planned 


a 3-year water-quality assessment of the basins within the 
United States that drain to Lake St. Clair. The main objectives 
of the Regional Monitoring Project partners were to complete 
a comprehensive assessment of the hydrological, chemical, 
and physical state of the surface water in the study area. This 
included water-quality monitoring and analysis, collection of 
discrete (grab) and automatic water-quality samples, moni-
toring of bacteria, and the creation of a database to store all 
relevant data collected from the past and future field-data-col-
lection programs.   


In cooperation with the Lake St. Clair Monitoring 
Project, the U.S. Geological Survey (USGS) assessed non-
point-source loads of nutrients and total-suspended solids in 
the Black, Belle, and Pine River basins. The timeframe for the 
comparison of load estimation was based on the availability 
and similarity of methods used in the processing of land-use 
data for 1992 and 2001 (see appendices table 3). 


Nonpoint-source loads of total nitrogen, total phospho-
rus, and total suspended solids were estimated on an average 
annual basis using the USEPA’s PLOAD model. PLOAD is a 
GIS-based numerical program that generates gross estimates 
of pollutant loads based on an empirical approach involving a 
correlation between land-use type and pollutant loads. For this 
study, nutrients and total-suspended-solids loads were com-
puted using a modified version of USEPA’s Simple Method 
in the PLOAD model. Input data requirements for the Simple 


Method included the determination of event mean concentra-
tions (EMCs). The necessary data required for the computa-
tion of site-specific EMCs were not collected during the Lake 
St. Clair Monitoring Project; instead the EMCs were chosen 
after careful evaluation of the published literature on EMC 
values from national and local studies.


The land-use data show a maximum of 0.02-percent 
change in any of the 15 landuse categories between the two 
timeframes. This small change in land use is reflected in the 
PLOAD results in the study area between the two time peri-
ods. Because the difference in load rates is so slight between 
the two time periods, only the model results for the current 
(2001) land-use data set are discussed in detail in this report.


PLOAD model results for the 2001 land-use data include 
the total-nitrogen loads in the Black, Belle, and Pine River 
basins of approximately 495,599 lb/yr, 156,561 lb/yr, and 
121,212 lb/yr, respectively; the total-phosphorus loads of 
80,777 lb/yr, 25,493 lb/yr, and 19,655 lb/yr, respectively; and 
the total-suspended-solids loads of 5,613,282 lb/yr,  
1,831,045 lb/yr, and 1,480,352 lb/yr, respectively. The sub-
basins in the Black, Belle, and Pine River basins with com-
paratively high total-nitrogen, total-phosphorus, and total-
suspended-solids loads per square mile are characterized by 
comparatively high percentages of industrial, commercial, 
transportation, or residential land use. 


The results from the PLOAD model provide useful infor-
mation about the approximate average annual loading rates 
from the three study basins. In particular, the results identify 
subbasins with comparatively high loading rates. This could 
aid water-resources managers and planners in evaluation of the 
effectiveness of public expenditures for water-quality improve-
ments, assessment of progress towards achieving established 
water-quality goals, and planning of preventive actions. 
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Figure �. Range of total-nitrogen loads in subbasins in the Black River basin (based on 2001 land-use data).  
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Figure �. Range of total-phosphorus loads in subbasins in the Black River basin (based on 2001 land-use data).
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Figure �. Range of total-suspended-solids loads in subbasins in the Black River basin (based on 2001 land-use data).
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Figure �.  Distribution of total-nitrogen loads among Black River subbasins (based on 2001 
land-use data).


Figure �.  Distribution of total-phosphorus loads among Black River subbasins (based on 
2001 land-use data).


Figure 10.  Distribution of total-suspended-solids loads among Black River subbasins (based on 2001 
land-use data).
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Figure 11.  Range of total-nitrogen loads in subbasins in the Belle River basin (based on 2001 land-use data).
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Figure 1�.  Range of total-phosphorus loads in subbasins in the Belle River basin (based on 2001 land-use data).
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Figure 1�.  Range of total-suspended-solids loads in subbasins in the Belle River basin (based on 2001 land-use data).
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Figure 1�.  Distribution of total-nitrogen loads among Belle River subbasins (based 
on 2001 land-use data).


Figure 1�.  Distribution of total-phosphorus loads among Belle River subbasins 
(based on 2001 land-use data).
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Figure 1�.  Distribution of total-suspended-solids loads among Belle River sub-
basins (based on 2001 land-use data).


Figure 1�.  Range of total-suspended-solids loads in subbasins in the Belle River basin (based on 2001 land-use data).
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Figure 1�.  Range of total-nitrogen loads in subbasins in the Pine River basin (based on 2001 land-use data).







Literature Cited  ��


/


/


/


/


/


/


/


Load


.


.


.


1


Figure 1�.  Range of total-phosphorus loads in subbasins in the Pine River basin (based on 2001 land-use 
data).
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Figure 1�.  Range of total-suspended-solids loads in subbasins in the Pine River basin (based on 2001 land-use data).
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Figure �0.  Distribution of total-nitrogen loads among Pine River 
subbasins (based on 2001 land-use data).


Figure �1.  Distribution of total-phosphorus loads among Pine River 
subbasins (based on 2001 land-use data).


Figure ��.  Distribution of total-suspended-solids loads among Pine 
River subbasins (based on 2001 land-use data).







��  Estimation of Nonpoint-Source Loads of Total Nitrogen, Total Phosphorous, and Total Suspended Solids 
in the Black, Belle, and Pine River Basins, Michigan, by Use of the PLOAD Model


Figure ��.  Range of normalized total-nitrogen loads in subbasins in the Black River basin (based on 2001 land-use 
data).
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Figure ��.  Range of normalized total-phosphorus loads in subbasins in the Black River basin (based on 2001 land-use 
data).







��  Estimation of Nonpoint-Source Loads of Total Nitrogen, Total Phosphorous, and Total Suspended Solids 
in the Black, Belle, and Pine River Basins, Michigan, by Use of the PLOAD Model


Figure ��.  Range of normalized total-suspended solids loads in subbasins in the Black River basin (based on 2001 
land-use data).
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Figure ��.  Range of normalized total-nitrogen loads in subbasins in the Belle River basin (based on 2001 land-use 
data).







�0  Estimation of Nonpoint-Source Loads of Total Nitrogen, Total Phosphorous, and Total Suspended Solids 
in the Black, Belle, and Pine River Basins, Michigan, by Use of the PLOAD Model


Figure ��.  Range of normalized total-phosphorus loads in subbasins in the Belle River basin (based on 2001 land-use 
data).
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Figure ��.  Range of normalized total-suspended solids loads in subbasins in the Belle River basin (based on 2001 
land-use data).







��  Estimation of Nonpoint-Source Loads of Total Nitrogen, Total Phosphorous, and Total Suspended Solids 
in the Black, Belle, and Pine River Basins, Michigan, by Use of the PLOAD Model


Figure ��.  Range of normalized total-nitrogen loads in subbasins in the Pine River basin (based on 2001 land-use 
data).
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Figure �0.  Range of normalized total-phosphorus loads in subbasins in the Pine River basin (based on 2001 land-use 
data).







��  Estimation of Nonpoint-Source Loads of Total Nitrogen, Total Phosphorous, and Total Suspended Solids 
in the Black, Belle, and Pine River Basins, Michigan, by Use of the PLOAD Model


Figure �1.  Range of normalized total-suspended solids loads in subbasins in the Pine River basin (based on 2001 land-
use data).
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��  Estimation of Nonpoint-Source Loads of Total Nitrogen, Total Phosphorous, and Total Suspended Solids 
in the Black, Belle, and Pine River Basins, Michigan, by Use of the PLOAD Model


Table 1- 1. PLOAD results for the Black River basin based on the 2001 
land-use data. 
[mi2, square miles; lb/yr, pounds per year; mg/L, milligrams per liter; 
TSS, total suspended solids]


                            
                       


Total Total Total 
Subbasin Area Total nitrogen phosphorous nitrogen phosphorous TSS 
identifier (mi2) (lb/yr) (lb/yr) TSS (lb/yr) (mg/L) (mg/L) (mg/L) 


6 1 14.9 10023 1563 113302 1.71 0.27 19.35


6 3 19 13404 2165 148501 2.28 0.37 25.28


6 2 22.2 11157 1747 122903 1.57 0.25 17.24


6 5 24.2 17355 2813 190402 2.33 0.38 25.61


6 4 29 23016 3841 263143 2.27 0.38 25.95


6 14 15.9 11266 1841 124093 2.24 0.37 24.64


6 15 14.6 9363 1495 104414 2.14 0.34 23.91


6 13 28.5 19012 3036 207651 2.23 0.36 24.39


6 10 24.2 16962 2717 185025 2.39 0.38 26.06


6 16 19.5 12765 2053 141567 2.12 0.34 23.50


6 12 31.2 21708 3508 240064 2.29 0.37 25.37


6 17 31.1 22928 3808 262738 2.09 0.35 24.00


6 9 23.6 17249 2796 187936 2.33 0.38 25.34


6 8 18.2 12644 2023 138288 2.40 0.38 26.21


6 11 15.1 10250 1639 112402 2.33 0.37 25.57


6 7 22.5 15576 2505 170998 2.36 0.38 25.91


6 19 24.9 16157 2582 178178 2.22 0.35 24.47


6 6 23.5 17444 2842 191772 2.38 0.39 26.15


6 21 14.5 8968 1419 108160 1.81 0.29 21.82


6 18 25.6 16725 2679 186368 2.16 0.35 24.03


6 30 20.3 14029 2341 160718 2.12 0.35 24.29


6 28 27.9 18575 2969 204841 2.28 0.36 25.12


6 27 23.2 15211 2418 168708 2.03 0.32 22.48


6 29 11.3 7310 1164 80985 2.13 0.34 23.63


6 22 16.9 10663 1700 122126 1.78 0.28 20.37


6 20 20.3 14555 2328 166497 2.05 0.33 23.40


6 25 23.2 14644 2331 166426 2.08 0.33 23.65


6 26 20.6 13557 2143 147636 1.56 0.25 16.98


6 31 17.3 10511 1678 119624 2.04 0.33 23.17


6 33 19.2 10211 1628 125378 1.33 0.21 16.39


6 24 12.8 8449 1350 93027 2.23 0.36 24.50


6 23 11.9 7850 1249 86603 2.11 0.34 23.33


6 32 15.3 9705 1558 112925 1.87 0.30 21.80


6 34 28 36355 6848 479882 1.75 0.33 23.10


Average        14,576  2,376  165,097 
Total or Sum       495,599   80,777  5,613,282 







  ��


Table 1- 2. PLOAD results for the Belle River basin based on the 2001 land-use data. 
[mi2, square miles; lb/yr, pounds per year; mg/L, milligrams per liter; TSS, total suspended solids]


                     
                   


Subbasin 


identifier Area (mi2)


Total 


nitrogen 


(lb/yr) 


Total 


phosphorous 


(lb/yr) TSS (lb/yr) 


Total 


nitrogen 


(mg/L) 


Total 


phosphorous 


(mg/L) 


TSS 


(mg/L) 


3 4 23.1 16817 2774 200964 1.98 0.33 23.66


3 2 16.1 12225 1988 137903 1.63 0.27 18.41


3 3 7.6 8107 1414 103883 1.93 0.34 24.71


3 1 10.5 6341 1007 73613 1.73 0.27 20.11


3 8 38 22729 3691 267505 1.82 0.29 21.37


3 6 13.5 9213 1487 101625 2.30 0.37 25.42


3 7 10.6 7836 1334 101670 1.85 0.32 24.05


3 9 13.8 10235 1677 125679 1.55 0.25 19.06


3 5 4 17.8 11345 1817 129075 1.78 0.28 20.20


3 5 1 21.7 14144 2278 158216 2.17 0.35 24.24


3 5 2 27.5 18611 2982 211718 2.15 0.34 24.41


3 5 3 27 18957 3044 219194 2.04 0.33 23.57


 Average  
 Total or Sum 


     13047  
   156561  


2124  
25493  


152587 
183045


Table 1- 3. PLOAD results for the Pine River basin based on the 2001 land-use data. 
[mi2, square miles; lb/yr, pounds per year; mg/L, milligrams per liter; TSS, total suspended solids]


                       
                   


Subbasin 


identifier Area (mi2)


Total 


nitrogen 


(lb/yr) 


Total 


phosphorous 


(lb/yr) TSS (lb/yr) 


Total 


nitrogen 


(mg/L) 


Total 


phosphorous 


(mg/L) TSS (mg/L) 


27 1 23.7 14591 2331 166367 2.05 0.33 23.40


27 4 53.4 30210 4863 377860 1.49 0.24 18.67


27 2 38.8 27141 4388 323868 2.02 0.33 24.13


27 3 19.8 11804 1885 135967 1.99 0.32 22.88


27 6 31 21359 3600 285266 1.67 0.28 22.35


27 5 28.1 16106 2588 191023 1.81 0.29 21.48


Average  
Total or Sum 


   20202  
 121212  


3276  
19655  


246725 
1480352 
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��  Estimation of Nonpoint-Source Loads of Total Nitrogen, Total Phosphorous, and Total Suspended Solids 
in the Black, Belle, and Pine River Basins, Michigan, by Use of the PLOAD Model


Appendix �


PLOAD Results for the Black, Belle, and Pine River Basins Based on the 1��� Land-Use Data







  ��


Table 2- 1. PLOAD results for the Black River basin based on the 
1992 land-use data. 
[mi2, square miles; lb/yr, pounds per year; mg/L, milligrams per liter; 
TSS, total suspended solids]


Total Total Total Total 


Subbasin Area nitrogen phosphorous TSS nitrogen phosphorous TSS 


identifier (mi2) (lb/yr) (lb/yr) (lb/yr) (mg/L) (mg/L) (mg/L) 


6 1 14.9 10031 1564 113438 1.71 0.27 19.35


6 3 19 13432 2170 148842 2.28 0.37 25.28


6 2 22.2 11176 1750 123122 1.57 0.25 17.26


6 5 24.2 17351 2812 190316 2.34 0.38 25.61


6 4 29 23081 3852 263850 2.27 0.38 25.95


6 14 15.9 11269 1842 124124 2.24 0.37 24.63


6 15 14.6 9365 1496 104432 2.14 0.34 23.90


6 13 28.5 19011 3035 207639 2.23 0.36 24.40


6 10 24.2 16973 2719 185141 2.39 0.38 26.06


6 16 19.5 12778 2055 141721 2.12 0.34 23.50


6 12 31.2 21707 3508 240058 2.29 0.37 25.37


6 17 31.1 22940 3810 262863 2.09 0.35 24.00


6 9 23.6 17278 2800 188252 2.33 0.38 25.34


6 8 18.2 12643 2023 138285 2.40 0.38 26.20


6 11 15.1 10252 1640 112418 2.33 0.37 25.58


6 7 22.5 15578 2506 171015 2.36 0.38 25.91


6 19 24.9 16157 2582 178187 2.22 0.35 24.47


6 6 23.5 17444 2842 191767 2.38 0.39 26.15


6 21 14.5 8979 1420 108372 1.81 0.29 21.83


6 18 25.6 16711 2677 186106 2.16 0.35 24.06


6 30 20.3 14136 2358 161856 2.12 0.35 24.31


6 28 27.9 18581 2969 204899 2.28 0.36 25.12


6 27 23.2 15224 2421 168871 2.03 0.32 22.48


6 29 11.3 7309 1164 80968 2.13 0.34 23.63


6 22 16.9 10710 1707 122889 1.77 0.28 20.33


6 20 20.3 14542 2326 166271 2.05 0.33 23.43


6 25 23.2 14646 2332 166439 2.08 0.33 23.65


6 26 20.6 13585 2148 147920 1.56 0.25 17.00


6 31 17.3 10512 1678 119630 2.04 0.33 23.17


6 33 19.2 10209 1627 125382 1.33 0.21 16.38


6 24 12.8 8446 1350 93001 2.22 0.36 24.49


6 23 11.9 7854 1249 86625 2.11 0.34 23.30


6 32 15.3 9706 1558 112929 1.87 0.30 21.81


6 34 28 33789 6392 432851 1.73 0.33 22.21
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�0  Estimation of Nonpoint-Source Loads of Total Nitrogen, Total Phosphorous, and Total Suspended Solids 
in the Black, Belle, and Pine River Basins, Michigan, by Use of the PLOAD Model


Table 2- 2. PLOAD results for the Belle River basin based on the 
1992 land-use data. 
[mi2, square miles; lb/yr, pounds per year; mg/L, milligrams per liter; 
TSS, total suspended solids]


Total Total Total Total 
Subbasin 
identifier


Area 
(mi2)


nitrogen 
(lb/yr) 


phosphorous 
(lb/yr) 


TSS 
(lb/yr) 


nitrogen 
(mg/L) 


phosphorous 
(mg/L) 


TSS 
(mg/L) 


3 4 23.1 17004 2805 203174 1.98 0.33 23.66


3 2 16.1 12384 2014 139807 1.63 0.27 18.42


3 3 7.6 8186 1427 104873 1.93 0.34 24.69


3 1 10.5 6454 1024 74881 1.73 0.28 20.13


3 8 38 22998 3736 270639 1.82 0.30 21.37


3 6 13.5 9315 1503 102732 2.31 0.37 25.42


3 7 10.6 7985 1360 103971 1.85 0.32 24.13


3 9 13.8 10381 1701 127451 1.55 0.25 19.08


3 5 4 17.8 11474 1837 130601 1.77 0.28 20.19


3 5 1 21.7 14302 2303 159978 2.17 0.35 24.24


3 5 2 27.5 18833 3017 214235 2.15 0.34 24.41


3 5 3 27 19186 3081 221816 2.04 0.33 23.57


Table 2- 3. PLOAD results for the Pine River basin based on the 
1992 land-use data. 
[mi2, square miles; lb/yr, pounds per year; mg/L, milligrams per liter; 
TSS, total suspended solids]


Total Total Total Total 
Subbasin 
identifier


Area 
(mi2)


nitrogen 
(lb/yr) 


phosphorous 
(lb/yr) 


TSS 
(lb/yr) 


nitrogen 
(mg/L) 


phosphorous 
(mg/L) 


TSS 
(mg/L) 


27 1 23.7 14559 2326 165852 2.06 0.33 23.43


27 4 53.4 30311 4879 379529 1.49 0.24 18.66


27 2 38.8 27073 4378 323135 2.02 0.33 24.13


27 3 19.8 11870 1896 136590 1.99 0.32 22.90


27 6 31 20301 3476 274017 1.64 0.28 22.19


27 5 28.1 15836 2544 186377 1.84 0.30 21.62
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��  Estimation of Nonpoint-Source Loads of Total Nitrogen, Total Phosphorous, and Total Suspended Solids 
in the Black, Belle, and Pine River Basins, Michigan, by Use of the PLOAD Model


Table �- 1. Land-use data-source information.
 


1992 – Michigan 1992 NLCD GRID file by County


These 1992 land-cover data were published in 2002 by the 
Michigan Center for Geographic Information. The time period 
of the data used to generate this land cover is 1992. Derived 
from LandSat Thematic Mapper (TM) satellite data, the 
National Land Cover Data (NLCD) is a 21-class land-cover 
classification scheme. The spatial resolution of the data is  
30 meters. The Michigan data set was cut out from larger 
regional data sets that are mosaics of LandSat TM scenes. 
The TM multiband mosaics were processed using an unsuper-
vised clustering algorithm. Both leaves-off and leaves-on data 
sets were analyzed. The resulting clusters were then labeled 
using aerial photography and ground observations. Clusters 
that represented more than one land-cover category were also 
identified and, using various ancillary data sets, models devel-
oped to split the confused clusters into the correct land-cover 
categories.


2001 – IFMAP/GAP Lower Peninsula Land Cover


These 2001 land-cover data were published in 2003 by the 
Michigan Department of Natural Resources, Forest, Mineral 
and Fire Management Division. The time period of the data 
used to generate this land covers ranges from 1997 to 2001. 
The spatial resolution of the data is 30 meters. This land-
cover data set was derived from LandSat TM imagery of three 
seasons: spring (leaf-off), summer, and fall (senescence). This 
data was filtered using a 3x3 majority kernel filter in each of 
the following land-cover classes: Upland Forest, Lowland For-
est, Upland Openland, and Open Wetland.
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An Interpolation Method for Stream Habitat Assessments


KENNETH R. SHEEHAN


West Virginia University, 322 Percival Hall, Morgantown, West Virginia 26505, USA


STUART A. WELSH
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Morgantown, West Virginia 26506, USA


Abstract.—Interpolation of stream habitat can be very useful for habitat assessment. Using a small number


of habitat samples to predict the habitat of larger areas can reduce time and labor costs as long as it provides


accurate estimates of habitat. The spatial correlation of stream habitat variables such as substrate and depth


improves the accuracy of interpolated data. Several geographical information system interpolation methods


(natural neighbor, inverse distance weighted, ordinary kriging, spline, and universal kriging) were used to


predict substrate and depth within a 210.7-m2 section of a second-order stream based on 2.5% and 5.0%
sampling of the total area. Depth and substrate were recorded for the entire study site and compared with the


interpolated values to determine the accuracy of the predictions. In all instances, the 5% interpolations were


more accurate for both depth and substrate than the 2.5% interpolations, which achieved accuracies up to 95%


and 92%, respectively. Interpolations of depth based on 2.5% sampling attained accuracies of 49–92%,


whereas those based on 5% percent sampling attained accuracies of 57–95%. Natural neighbor interpolation


was more accurate than that using the inverse distance weighted, ordinary kriging, spline, and universal


kriging approaches. Our findings demonstrate the effective use of minimal amounts of small-scale data for the


interpolation of habitat over large areas of a stream channel. Use of this method will provide time and cost


savings in the assessment of large sections of rivers as well as functional maps to aid the habitat-based


management of aquatic species.


The measurement of habitat is central to the


management of fish (Noss et al. 1997; Bain et al.


1999; Bain and Stevenson 1999; Murphy and Willis


1999). The structure of stream habitat, which is


inherently spatial in nature, is often measured at multiple


spatial scales (Frissell et al. 1986; Fisher and Rahel


2004; Brenden et al. 2006). Important stream habitat


variables, such as bottom substrate (i.e., rock sizes) and


water depth, that can be measured at small (microhab-


itat) scales manifest themselves at larger scales as riffle


and pool sequences (Leopold and Maddock 1953, 1957;


Yang 1971, 1996; Powell 1998). Although an under-


standing of habitat at both small and large spatial scales


is useful for fish management, data collection at small


scales is often avoided because of the time and high


labor costs it entails. The importance of spatial scaling


of habitat data has led to increasing use of geographical


information systems (GIS) in fisheries, where new


methods of spatial analysis of stream data are emerging,


especially in the interpolation of habitat data (Rastetter


et al. 1992; Childs 2004; Fisher and Rahel 2004).


Ultimately, GIS analysis of spatial habitat data


results in visual maps at scales ranging from micro-


habitat to landscape (Brenden et al. 2006). Even when


consistent and accurate spatial data are used, important


details can be lost owing to coarse map resolution


(Demers 2005). A map with a 1:100,000 resolution


may indicate a river flowing through an area but


completely miss details relevant to the management of


fish populations. Finer resolution is important for


ecological studies, in which data are often collected at


small (i.e., microhabitat) scales. The term ‘‘small’’


typically refers to resolutions of 1 m2 or less (Green-


berg 1991; Simonson 1993; Welsh and Perry 1998a,


1998b; Bunte and Abt 2001). Collection of small-scale


data over large geographic areas is difficult; data at


resolutions finer than 1:24,000 are only available for


limited geographic areas (Fisher and Rahel 2004).


Aerial and satellite methods can provide resolutions as


fine as 0.2 m, but the use of such methods is expensive


and they have some important limitations. Because of


the reflective nature of water surfaces and varying


water clarity, aerial surveys are not yet capable of


consistently classifying stream variables below the 1-m


scale. And because of the periodic or constant turbidity


of streams, field sampling is often the only practical


method for collecting accurate microhabitat data.


Geographical information systems such as ArcGIS


provide interpolation methods for creating predictive


maps. These methods include the trend, spline (SP),
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inverse distance weighted (IDW), pointinterp, ordinary


kriging (OK), universal kriging (UK), and natural


neighbor (NN) methods. The trend and SP methods


minimize the curvature of interpolated surfaces and


would thus not be appropriate for predicting the


(curved) topography of depth and substrate. The IDW


and pointinterp methods assign weights to cells as a


function of distance; they work well when the data


points are dense and are able to clearly delineate a


complex surface. Ordinary and universal kriging are


well suited to mapping directional influence on a


surface with adequate data. The various types of


kriging, including cokriging, UK, and OK, are based


on similar statistics but have unique strengths.


Universal kriging in particular is able to address the


issue of directional influence in a data set (Childs


2004). The IDW and NN methods are closely related


and use similar formulas for their calculations. The


main difference is that the latter weights spatially close,


known values more heavily, whereas the former


weights values further away more heavily. The


advantages of the NN method include the ability to


handle large data sets and clustered (nonrandom and


spatially autocorrelated) data well.


Interpolation of stream habitat is possible owing to


the patchiness and spatial correlation of variables such


as water depth and substrate size. In streams,


environmental influences produce differentially sized


patches of specific habitat types (Yang 1971, 1996;


Knighton 1998). Certain aspects of these patches are


predictable, such as rock size sorting (Komar and


Carling 1991) and the presence of velocity-controlled


depositional areas with abrupt substrate transitions


(Smith and Ferguson 1995; Purkait 2002). Stream


habitat is predictable because two samples of habitat


within adjacent areas of a habitat patch are likely to be


similar and spatially correlated (Armstrong 2000).


Spatial autocorrelation is a concern in some spatial


studies (Liebhold and Gurevitch 2002), but it is an


important element of predictability and accuracy in


habitat interpolation methods (Robertson 1987). Auto-


correlation in stream habitat structure creates the


potential for elimination of redundant data collection.


Optimizing sampling strategies has long been a goal of


those using GIS (Atkinson 1996). By nonrandomly


selecting habitat patch edges when collecting physical


spatial data and using interpolation to predict stream


habitat structure, one can create accurate maps using a


small subsample of the total stream habitat area.


Our overall study objectives were to examine the


applicability and accuracy of stream habitat estimation


using interpolation methods. The focus was on


interpolating the habitat of a stream section using data


from a small subsample of the total stream habitat area.


Interpolated maps will reduce the costs of habitat


assessments if the habitat over long sections of streams


can be accurately predicted from a small number of


habitat samples. Additionally, accurate microhabitat


maps of stream sections provide the option to scale up


to larger habitat scales; hence, the data would be


available at multiple scales. This is an important point


because data collected at coarse scales cannot be


accurately scaled down to the microhabitat scale


(McPherson et al. 2006). Further, an accurate map of


microhabitat data would provide location and area


estimates of specific habitat types, an important need


for the management of species with specific habitat


requirements.


Methods


Study area.—Our study site was a 30-m reach


(surface area, 210.7 m2) of Aaron’s Creek, which lies


within the Monongahela River system in Monongalia


County, West Virginia (NAD 1983; Universal Trans-


verse Mercator [UTM] zone 17N; �79.933465,


39.619004). There is sparse to moderate urban and


suburban development along approximately 70% of


this 13.5-km stream. The riparian area of the stream (5–


50 m wide) is a mixture of field, lawn, and mixed


hardwood forest. Canopy cover was calculated using a


densiometer at the upstream and downstream borders


of the site and averaged 25% overall. The study site


was selected because it contains a complete riffle and


downstream pool and exhibits natural flow and


sinuosity characteristics that are representative of the


stream as a whole.


Data collection.—The study site was represented as


two data layers, one for substrate and one for water


depth. Two people collected the data; one sampled


while wading in the stream, and the other recorded the


data. For the digital representation of substrate data, the


study site was divided into a grid of 2,268 cells, each


1/3 m2. The predominant substrate type was recorded


for each cell (quadrat; Table 1). Substrate values were


not recorded on dry land. Quadrat sampling of the


predominant substrate at a resolution 0.3048 m2


accurately represented the boundaries of the substrate


TABLE 1.—Size ranges used to categorize substrate type


within the study site at Aaron’s Creek. An additional category,


land, was used to represent dry land within the streambed.


Substrate category Diameter (mm)


Boulders .250
Cobble 76–250
Gravel 2–76
Sand 0.1–2
Silt 0.002–0.100
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patches. For the representation of water depth data, the


study site was divided into a grid of 1,188 cells, each


0.6096 m2. The spatial scale for depth was larger than


that for substrate because depth is more homogenous


over a given area. Water depth was measured in


centimeters at the center of each cell.


Data analysis.—The site grids of 2,268 substrate


values and 1,188 depth values represented the real-


world site digitally (hereafter called the actual coverage


of substrate or depth at the before-mentioned resolu-


tions) and were used in to assess the accuracy of the


interpolated values. Using the values for depth and


substrate, we created separate data layers for conduct-


ing UK, OK, SP, IDW, and NN interpolations (Tables


2, 3). The data were prepared and analyzed in


Microsoft Excel. ArcMap was used for georeferencing


the site location, interpolation, and map creation. Site


corner locations were entered into ArcMap, georefer-


enced for accuracy, and adjusted to match the size of


the study site. Because the size of a sample quadrat was


less than the accuracy of the global positioning system,


study site corner values were assigned UTM coordi-


nates corresponding to the center of each cell. This


allowed us to create an even distribution of the (x, y)


coordinate points at the specified resolutions using the


series fill function. Although real-world coordinates are


useful in locating a site on the geographic plane,


interpolations would be possible without a link to them


as long as the scale is consistent within the GIS.


Interpolation of substrate and depth.—Points (cell


quadrats) within the study site representing 2.5% and


5.0% of the total site area were selected with which to


interpolate substrate and depth for the entire study site.


These percentages were chosen to provide an initial


baseline for the accuracy of interpolations using 97.5%
and 95% less field data. Separate interpolations were


conducted with each of five interpolation methods:


IDW, NN, OK, SP, and UK. Point selection is the


crucial element for successful interpolation of maps;


the fewer points used to make a map, the more


important each of those points should be to minimize


the loss of accuracy. We expected that choosing a


combination of habitat patch boundary and substrate


anomalies would be the most effective approach. Our


point selection was accomplished by a three-step


process. We first focused on macrohabitat features,


such as bank and overall site definition, then on overall


habitat structure (termed median features), and finally


on microhabitat features, such as an atypical boundary


curve of a patch of sand. Approximately one-third of


the available data points were utilized in each of the


three steps. Each interpolation created a new map


representing water depth or substrate that was the same


size as the map of the study site.


Calculating the accuracy of interpolations.—Sever-


al methods were used to estimate the accuracy of the


interpolated values of water depth and substrate size. In


general, the methods compared the estimates of the cell


values of the interpolated maps with the corresponding


known cell values from the actual coverages of water


depth and substrate size. For comparisons, all of the


interpolated cell values of the predictive maps were


created by using the extract values to points function in


the spatial analyst toolbox in ArcMap. In this way,


there was a direct comparison of the predicted map and


the actual coverage for each data point. For substrate,


these methods included the percent of area match and


total exact coordinate match rate, accuracy trends, and


the root mean square error (RMSE); for depth they


included threshold values, RMSE, and accuracy trends.


The percent of area match was calculated for each


substrate type by comparing the area of predicted


substrate with the area of actual substrate. Thus, if an


interpolation predicted 10 m2 of sand and the actual site


contained 100 m2 of sand, the percent area match


would be 10%. The exact coordinate match rate was


calculated as the percentage of coordinate points from


the substrate and depth interpolations that matched the


actual coverage. If point number 2,264 was interpolat-


ed as land and listed as land on the actual coverage, it


was assigned a match.


TABLE 2.—Interpolation methods used to estimate water


depth and substrate size at the Aaron’s Creek study site. The


input data used for these interpolations covered from 2.5% to


80% of the total area of the site.


Interpolation method Percent of site area
Total number


of interpolations


Natural neighbor 2.5, 5.0, 10, 20, 40, 80 12
Inverse distance weighted 2.5, 5.0 4
Universal kriging 2.5, 5.0 4
Spline 2.5, 5.0 4
Ordinary kriging 2.5, 5.0 4


TABLE 3.—Number of 1/3-m2 sample quadrats (points) at


Aaron’s Creek used to interpolate substrate for a total stream


area of 2,268 quadrats and number of 0.6096-m2 quadrats


used to interpolate water depth for a total stream area of 1,188


quadrats. Interpolations were based on data from 2.5% to


80.0% of the total study area.


Percent of site area


Points per interpolation


Substrate Depth


2.5 56 29
5.0 113 59


10.0 226 118
20.0 452 236
40.0 904 472
80.0 1,808 944
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The accuracy of depth interpolation was assessed


based on the assigned threshold values because depth is


a continuous variable. Actual site depths ranged from 0


to 60 cm, and we created 5, 10, and 20% threshold


values, which corresponded to interpolated values


within 3, 6, and 12 cm of the actual values. Therefore,


if an interpolated value fell within 3 cm (5% or less) of


the actual coverage value, it would be assigned a match


for the 5% threshold (e.g., actual depth ¼ 59 cm and


predicted depth ¼ 58 cm). Each successive threshold


would have more matches under its umbrella.


The RMSE was used because it indicates the


dispersion of data. To calculate it, we used the formula


r/=n, where r is the standard deviation of the sample


and n is the sample size. Comparing the dispersion


levels of interpolations is another way of determining


which interpolation best matches the digital represen-


tation of our study site’s substrate values.


The substrate interpolation method with the highest


accuracy was further evaluated based on input from 10,


20, 40, and 80% of the total stream area in addition to


the initial 2.5% and 5%. The depth interpolation


method with the highest accuracy was further evaluated


based on input from 10, 40, and 80% of the total stream


area in addition to the initial 2.5% and 5%. Trend


curves showing accuracy were created from these


evaluations. These curves indicated the extent to which


there were increases in accuracy with increases in data


collection.


Results


Raster maps of the interpolated values had degrees


of accuracy ranging from 6% to 79% for substrate and


from 19% to 95% for depth (Table 4; Figures 1–3). In


all cases, the 5.0% interpolations were more accurate


than the 2.5% interpolations. Natural neighbor inter-


polations achieved the highest level of accuracy for


both variables (Table 4; Figures 1–3). As a result, trend


curves were created to further explore this method’s


performance (Figures 3, 4).


Interpolated maps provide a visual comparison with


the initial coverages and aid in the assessment of


accuracy (Figures 1, 2). For instance, the SP method,


which performed very well in substrate area prediction,


TABLE 4.—Substrate interpolations at Aaron’s Creek by the


ordinary kriging (OK), universal kriging (UK), inverse


distance weighted (IDW), spline (SP), and natural neighbor


(NN) methods using 2.5% and 5.0% of the available data, and


the resulting exact coordinate and total area match percent-


ages.


Interpolation (% data) Exact coordinate Total area


OK (2.5) 22 16
UK (2.5) 29 13
IDW (2.5) 30 14
UK (5.0) 31 41
SP (2.5) 33 57
OK (5.0) 35 6
IDW (5.0) 43 31
NN (2.5) 46 45
SP (5.0) 46 72
NN (5.0) 61 79


FIGURE 1.—Maps of the substrate at Aaron’s Creek as determined by detailed measurements and as interpolated by the inverse


distance weighted (IDW), natural neighbor (NN), ordinary kriging (OK), spline (SP), and universal kriging (UK) methods from


2.5% and 5.0% of the area of the study site.
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did not produce accurate maps of the study site (Table


4; Figure 1). The NN method performed about as well


as the SP method yet was able to produce maps of


much higher quality (Table 4; Figure 1). Visual


inspection of the predictive maps shows that NN


interpolation produced the best likeness of the initial


site (Figures 1, 2). Although the more intricate details


of the habitat patches are lost, the overall structure,


size, and location are conveyed. The NN interpolations


were the most accurate for both depth and substrate


when input data from 2.5% and 5.0% of the study site


were used. As noted above, we also obtained


interpolations based on 10, 20, 40, and 80% of the


data; the resulting trend curves showed that the greatest


gain in accuracy was achieved by expanding the input


data from 2.5% to 5% (Figures 3, 4).


Substrate Interpolation


Natural neighbor interpolation returned the highest


matched results (61% exact coordinate and 79% area


match) when comparing the predicted values of


substrate with the actual site values (Table 4). The


values of the RMSE (Table 5), percent exact match,


and percent area match (Table 4) were also best with


NN interpolation. Both the NN and SP interpolations


typically showed less than a 5% difference between the


actual and predicted values when the models were


separated by substrate type (Table 6).


The trend curves for the exact point and percent area of


the site predicted correctly show that the gains in accuracy


decreased markedly when data for more than 20% of the


site (452 of 2,268 points) were used (Figure 4). The


majority of the gains for exact (61%) and area match


(79%) were achieved by the 5% interpolation; the


remaining 39% and 21% were achieved only by adding


the remaining data points. The RMSE values for substrate


(Table 5) depict varying levels of difference between the


different types of interpolation. The best performing


method in comparison to the 0.039 RMSE value of the


actual site was the NN method for 2.5% interpolations.


Universal kriging produced the closest among 5.0%


interpolations, followed closely by the NN method.


Depth Interpolation


The NN depth interpolations most accurately


predicted the actual coverage of the study site (Figures


FIGURE 2.—Maps of the water depth at Aaron’s Creek as determined by detailed measurements and as interpolated by the


methods indicated in the caption to Figure 1.
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2, 5); both the 2.5% and 5.0% NN interpolations


outperformed all other methods (Figure 5). For the NN


interpolations based on 5% of the depth measurements


(59 data points), 57% of the interpolated depths were


within a 5% threshold (3 cm) of the actual values, 83%


percent within 10% (6 cm), and 95% within 20% (12


cm). There was lower accuracy in the values


interpolated from 2.5% of the depth measurements;


49% of these values were within a 5% threshold, 71%


within 10%, and 93% were within 20%. The least


accurate interpolation was that of the spline, which


attained an accuracy of only 79% for the most liberal


FIGURE 3.—Accuracy trend curves for substrate interpolations by the natural neighbor (NN) method using 2.5, 5, 10, 20, 40,


and 80% of the data available for the study site at Aaron’s Creek. The upper curve shows the percentage of the areal predictions


that matched the actual site; the lower curve shows the percentage of exact substrate coordinates (x, y) that matched the actual


site. The numbers above the bars are the actual bar values.


FIGURE 4.—Accuracy trend curves for depth interpolations by the natural neighbor method using 2.5, 5, 10, 40, and 80% of the


data available for the study site at Aaron’s Creek. The numbers above the bars are the actual bar values. Curves represent the


percentage of predicted points within 5 (3 cm), 10 (6 cm), and 20 (12 cm) of actual site values.
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threshold. The trend curve indicated that more than


90% of all predictions were within 12 cm of actual


depth for all NN interpolations, including those made


by the 2.5% model.


Discussion


Interpolation methods using small amounts of field


data produced accurate maps of stream habitat


variables. With minimal-data interpolation methods,


we created accurate maps of stream habitat using data


from as little as 5% of the available study area (Figures


1, 2). The NN interpolation method worked better than


the others because it can effectively deal with large and


clustered (autocorrelated) data sets. Spatial autocorre-


lation is a well-documented issue for geospatial studies


(Henebry and Merchant 2002; Liebhold and Gurevitch


2002) and contributes to predictability and accuracy in


ecological mapping and prediction methods (Klute et


al. 2002; Rotenberry et al. 2002), including habitat


interpolation methods (Robertson 1987). This is


particularly true in stream habitats in which proximate


areas are more similar than distant areas, such as with


the common stream characteristics of substrate and


depth (Leopold and Maddock 1953; Knighton 1998;


Powell 1998; Ferguson 2003).


The prediction of silt in our study is representative of


NN interpolation’s performance with respect to the key


point selection process. Silt was the least common


substrate type in the stream reach, representing only


1.25% of the actual area of the site. This is a negligible


amount that may be missed entirely by macrohabitat-


scale measurements alone. The key point selection


system allowed for the proper placement of silt on


predictive maps by NN interpolation (Figures 1, 2).


This shows that NN interpolation may overestimate


sparsely occurring substrate and underestimate the


most prevalent substrate while maintaining overall site


integrity.


As shown by the trend analysis, a larger number of


initial data points will increase the accuracy of the


interpolated data. However, the majority of the gains in


accuracy were achieved by using 5% of the area of the


site instead of 2.5%. Further research should examine


in more detail the threshold scale that relates sample


size with accuracy (Host et al. 1995; Winkler and Fang


1997) and the related cost–benefit function. Important-


ly, this relationship is expected to differ with habitat


complexity. Interpolation of stream habitat within


homogeneous pools would probably require a smaller


initial sample size than interpolation of riffle habitats.


At a larger scale, interpolation of habitat for stream


sections with a high pool : riffle ratio would probably


require a smaller sample size than one with a complex,


high-gradient profile (Kiem and Skauset 2002).


This study was conducted on a low-order, low-


gradient system, and additional studies are needed for


larger and higher-gradient systems. The potential


versatility of the method that we used lies as much in


the point selection process as in NN interpolation. The


TABLE 5.—Root mean square errors of substrate interpola-


tions by the ordinary kriging (OK), inverse distance weighted


(IDW), universal kriging (UK), natural neighbor (NN) and


spline (SP) methods. Based on actual values, the study site had


a substrate dispersion rate of 0.039. The estimated dispersion


rates produced by UK and NN were the closest to that of the


study site.


Interpolation method


Available data


2.50% 5.00%


OK 0.002 0.016
IDW 0.022 0.028
UK 0.025 0.040
NN 0.030 0.036
SP 0.072 0.143


TABLE 6.—Percentages of substrate type predicted by the inverse distance weighted (IDW), natural neighbor (NN), ordinary


kriging (OK), spline (SP), and universal kriging (UK) methods using 2.5% and 5.0% of the data available, along with the actual


percentages.


Interpolation method (% data) Land Silt Sand Gravel Cobble Boulder


IDW (2.5) 3 14 29 30 23 2
IDW (5.0) 5 18 22 19 32 4
NN (2.5) 15 12 23 21 22 4
NN (5.0) 17 5 18 13 25 20
NN (2.5) 16 12 23 22 23 4
NN (5.0) 17 5 19 13 26 20
OK (2.5) 0 3 44 41 12 0
OK (5.0) 0 1 15 43 38 4
SP (2.5) 22 16 14 11 12 25
SP (5.0) 20 8 14 14 20 23
UK (2.5) 7 15 31 27 20 0
UK (5.0) 13 6 18 25 33 5
Actual 20 2 21 7 27 23


STREAM HABITAT ASSESSMENT METHOD 7







method is designed to deal with habitat patches and


deposition pattern. The point selection process may


require adjustment in the number of points for


acceptable accuracy in high-gradient or highly hetero-


geneous streams.


As stated in the introduction, the assessment of


habitat is immensely important to the management and


conservation of fish (Thayer et al. 1996; Noss et al.


1997; Orth and White 1999; Kohler and Hubert 1999).


Further, the technology to convert habitat data into


accurate and practical maps is increasingly important to


aquatic species management (Meaden and Do Chi


1996; Smith and Greenhawk 1998; Manson and Todd


2000; Kostylev et al. 2001; Fisher and Rahel 2004).


Our findings show that accurate habitat assessments


can be based on interpolation from as little as 5% of the


total habitat area, which should markedly decrease the


costs associated with such assessments.


One possible extension of habitat interpolation


methods is the use of interpolated maps to predict


species occurrence (Rubec et al. 1998; Scott et al.


2001). Although we focused on depth and substrate,


stream maps could also include other habitat attributes,


such as water chemistry, velocity, and food sources,


which together would allow the prediction of species


occurrence based on species’ habitat requirements.


This use of interpolated maps will benefit ecosystem


and rare-species management, particularly when habitat


loss or habitat specificity is an important management


concern.
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